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Summary

One of the most fascinating challenges in neuro-

science is the reconstruction of the connectivity map

of the brain. Recent years have seen a rapid expan-

sion in the field of connectomics, whose aim is to

trace this map and understand its relationship with

neural computation. Many different approaches,

ranging from electron and optical microscopy to

magnetic resonance imaging, have been proposed to

address the connectomics challenge on various spa-

tial scales and in different species. Here, we review

the main technological advances in the microscopy

techniques applied to connectomics, highlighting the

potential and limitations of the different methods.

Finally, we briefly discuss the role of connectomics in

the Human Brain Project, the Future and Emerging

Technologies (FET) Flagship recently approved by

the European Commission.
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Introduction

The brain is probably the most complex structure in the

known universe, complex enough to coordinate move-

ments, gather and organize a vast amount of sensory

data, perform abstract reasoning and develop new

ideas. Understanding the mechanisms underlying

brain function is therefore one of the biggest chal-

The connectomics challenge

lenges of contemporary science.

Achieving a deeper understanding of the brain is a

central issue not only for pure science; indeed, it would

also have an enormous impact on society as a whole.

In fact, in recent decades, the number of patients

affected by central nervous system (CNS) disorders

has increased dramatically, mainly because of the

increase in life expectancy in developed countries and

the direct/indirect effects of modern lifestyles on the

brain. Although CNS disorders are not a major cause

of death, they are a primary cause of disability for hun-

dreds of millions of people worldwide (Aarli et al.

2006), and a major cost for society in terms of health-

care and their impact on the workforce, families and

support groups.

The first insights into the structure of the brain were

provided at the turn of the twentieth century by the

Italian physician Camillo Golgi (1843-1926), who dis-

covered the reazione nera (black reaction), a staining

method which randomly labels single neurons in their

entirety (Golgi,1885). The reazione nera was a true

revolution for neuroanatomy, making it possible, for the

first time, to observe single neurons inside the brain.

Neurons appeared to be cells characterized by a long

appendix (the axon) and a highly ramified ‘tree’ of den-

drites. Golgi’s findings  impressed a young Spanish

pathologist, Santiago Ramón y Cajal (1852-1934), who

later refined the staining method and used it to provide

the basis for what is now called the ‘neuron doctrine’

(Ramon y Cajal, 1888). Although their respective

visions of the function of the CNS were quite different,

Golgi and Cajal shared the Nobel Prize in Physiology

or Medicine in 1906.

Cajal’s ‘neuron doctrine’ formed the basis of the picture

of the nervous system that we have inherited from the

last century: the brain is an extremely complex network

of neurons, each of which can transmit electrical sig-

nals over macroscopic distances along axons (Kandel

et al., 2000; Purves et al., 2004). This electrical activi-

ty regulates chemical communication between the

axon and dendrites, belonging to other neurons,

through specific subcellular structures called synaps-

es. Chemical exchange at synapses can, in turn, elicit

or inhibit electrical activity in downstream neurons,

which subsequently activate or inhibit other neurons

through synapses, and so on. In this way, the brain

acts as a circuit in which elementary computational

units (neurons) exchange information with other units

in the network through unidirectional links (synapses).

The unique features of the brain appear to emerge

from its enormous number of units and links: a human

brain consists of about 1011 neurons connected by 1014-
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1015 synapses (Sporns et al., 2005). Even in the

mouse, which is one of the most important animal

models in brain research, we have to deal with about

108 neurons and 1011 synapses (Williams, 2000;  Schüz

and Palm, 1989). Adding to the complexity, connec-

tions between neural cells are not arranged in a lattice,

but form a complex network lacking simple regularity

(Sporns et al., 2005). Finally, functional properties

vary greatly between different neurons, which can be

subdivided into an ever increasing number of neuronal

types (Kandel et al., 2000; Purves et al., 2004).

Our understanding of the functioning of neural cells, as

well of the mechanisms underlying neuronal synapses,

has advanced in recent years (Sudhof, 2004; London

and Hausser, 2005; Feldman, 2009). By comparison,

our knowledge of neuronal connectivity in the brain

lags a long way behind. Gross anatomical atlases of

the brain are available, together with detailed descrip-

tions, in terms of shape, functionality and genetic

expression, of many types of neurons. However, a

complete map of neuronal connections on a brain-wide

scale, or ‘connectome’ (Sporns et al., 2005), is still out

of reach, because of the peculiar structure of the brain

itself. In fact, although neurites are very small in diam-

eter (sometimes 100 nm), they typically extend over

large distances, even throughout the whole brain. For

example, if we sum the length of all the branches of a

single pyramidal neuron from the cerebral cortex, the

result may exceed a centimeter in a mouse and a

meter in a human brain (Lichtman and Denk, 2011).

Furthermore, neuronal processes are densely packed

inside the brain, making it very difficult to distinguish

between adjacent neurites and to discern between true

synapses and random contacts (Chklovskii et al.,

2010; Mishchenko et al., 2010).

The pursuit of the connectome therefore needs imag-

ing techniques capable of nanometric resolution (to

distinguish adjacent processes) in cm-wide samples

(to follow long-projecting axons). One of the most pop-

ular techniques allowing nanometric resolution is elec-

tron microscopy (EM) which, however, is characterized

by very slow data acquisition rates. EM is thus inappro-

priate for brain-wide studies; conversely, it has been

used successfully to reconstruct local circuitry in small

regions (Briggman et al., 2011; Helmstaedter et al.,

2011), and the whole nervous system in very small

organisms such as the nematode Caenorhabditis ele-

gans, which has only 302 neurons (White et al., 1986).

In addition to imaging-related problems, connectomics

also poses great challenges in terms of data manage-

ment and analysis. In fact, mapping the relatively small

brain of a mouse (1 cm3) with nanometric resolution will

produce datasets exceeding tens of petabytes. To

have an idea of the size of such datasets, one might

consider that the information content of the printed col-

lection of the Library of the Congress of the United

States amounts to about one hundred terabytes

(Kasthuri and Lichtman, 2007). As current information

technology is not ready to cope with such datasets,

technological efforts to achieve full-resolution connec-

tomes risk proving useless. A more realistic and useful

goal is that of a mesoscale connectome, or ‘projec-

tome’, i.e. the mapping of long-range projections of

small clusters of neurons, such as the monoaminergic

systems (Sarter and Parikh, 2005; Popova, 2006;

Glenthøj, 1995), without synaptic resolution (Bohland

et al., 2009; Kasthuri and Lichtman, 2007). Little or

nothing is known about the trajectories of brain-wide

projections, or about their variability between different

individuals. There is, however, generally expected to

be a high degree of structural invariance at the meso-

scopic level of description in healthy subjects (Bohland

et al., 2009), while there is growing evidence that aber-

rant wiring plays a crucial role in schizophrenia

(Bullmore et al., 1997), autism (Frith, 2001) and

dyslexia (Démonet et al., 2004).

As ‘meso-connectomics’ in mammals seems to be

within reach from a technical point of view – it is indeed

possible in smaller animals (Tay et al., 2011) – and the

datasets are expected to be of manageable size, the

attainment of comprehensive (whole-brain) fine neu-

roanatomy could be the next breakthrough in neuro-

science. The possibility of studying the correlation

between external factors (behavior, stress, drug treat-

ment) and brain wiring in healthy and diseased animal

models, by means of any kind of high-throughput

screening, is radically changing our view of the brain

and of its function.

Optical methodologies could be the key to meso-reso-

lution brain atlases as they provide micron-scale reso-

lution at relatively fast acquisition rates (Silvestri et al.

2013b). Furthermore, optical microscopy can be com-

bined with cell-specific fluorescence labeling, allowing

one to image only limited subsets of neurons. In fact,

the advent of transgenic mice, in which selected neu-

ronal populations are labeled with fluorescent proteins,

opened up extensive prospects for mapping projec-

tions of neuronal subsystems (Feng et al., 2000; Livet

et al., 2007).

On the other hand, optical techniques are limited by

other factors: for instance, large-volume imaging can

be performed only in fixed specimens. Whole-brain

structural connectivity can be inferred by diffusion

imaging (DI), a method based on magnetic resonance

which takes advantage of water diffusion to detect bun-

dles of axonal fibers (Mori and Zhang, 2006; Clayden,

2013; Craddock et al., 2013). Although the resolution

achievable with DI is not suitable for following single

processes, and the contrast mechanism is non-specif-

ic, this imaging method can be used to map brain con-

nectivity in living animals and humans. For a more

thorough discussion about DI and other MRI-based

methods we refer the reader to the review by Clayden

in this issue of Functional Neurology (Clayden, 2013).

In any case, cellular-level brain connectivity can be

studied at present only in post-mortem tissue. In the

following sections we discuss in some detail the state

of the art of the various microscopy methods used in

the pursuit of the connectome, to better ascertain what

might be a worthwhile approach to adopt in order to

obtain atlases of neuronal connections (DeFelipe,

2010) or projections (Kasthuri and Lichtman, 2007).

L. Silvestri et al.
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The techniques described are usually applied to ani-

mal brains, and their application to human tissue is not

always straightforward. However, mapping the brain of

selected animals could greatly help to further under-

standing of the human brain by, for example, clarifying

the effect that pathology can have on neuronal wiring.

Thus, while imaging technologies are being adapted to

human tissue, the animal connectome might represent

an intermediate step to the human one.

Electron microscopy

Electron microscopy has played a central role in neu-

roscience ever since the first experimental confirma-

tion of the neuron doctrine in the 1950s (Palade and

Palay, 1954). The main advantage of EM is the out-

standing resolution, down to the nm scale, that can be

achieved thanks to the short de Broglie wavelength of

electrons. EM techniques can be divided primarily into

wide-field transmission electron microscopy (TEM) and

scanning electron microscopy (SEM). In both cases,

the sample is placed in a high vacuum chamber for

imaging: biological specimens must therefore be com-

pletely dehydrated and embedded in a hard resin. With

the correct sample preparation, EM can be applied to

both animal and human brain tissue.

In TEM a collimated electron beam is projected onto an

ultrathin (~ 40 nm) tissue slice, and the transmitted

electrons are used to form an image on a phosphor

plate, which, in turn, is captured by a charge-coupled

device. Since image acquisition is inherently parallel,

i.e. with all the image pixels being acquired simultane-

ously, TEM allows relatively fast imaging. The overall

process is, however, dramatically slowed down

because each ultrathin slice needs to be manually cut

and prepared for imaging. Furthermore, manual han-

dling of slices unavoidably leads to mechanical distor-

tions, with consequent problems of layer misalignment

and surface mismatching. Neuroanatomical analysis

with TEM thus required heroic reconstruction efforts,

as witnessed by the 15-year-long mapping of the 302

neurons of Caenorhabditis elegans (White et al.,

1986). Nevertheless, of the different EM techniques,

TEM still affords the best spatial resolution (Briggman

and Bock, 2012).

In SEM a focused electron beam is scanned through

the specimen, and back-scattered electrons are col-

lected at each beam position, producing a raster map

of the sample. Unlike what occurs with the transmis-

sion architecture, thick specimens can be observed,

and axial resolution is afforded because of the limited

penetration depth of the beam. The energy of the elec-

tron beam is typically much lower in SEM than in TEM,

implying a lower signal-to-noise ratio and consequent-

ly a coarser spatial resolution. Nevertheless, SEM

allows the use of automated strategies for sample cut-

ting and handling. For example, an automated tape-

collecting ultramicrotome (Hayworth et al., 2006) has

been devised which collects tissue sections on a tape

well suited for automated SEM imaging. In other

approaches ultrathin slices are removed from the

specimen directly inside the microscope, in order to

image its complete volume. Sections can be either

mechanically cut away, as in serial block-face SEM

(Denk and Horstmann, 2004), or ablated by a focused

ion beam (FIB-SEM) (Knott et al., 2008).

Whatever the automated strategy used for data collec-

tion, EM is, in any case, inappropriate for whole-brain

reconstructions because of its extremely slow frame

rate, stemming from the raster scanning used for data

collection (in SEM) and the manual handling of each

single slice (in TEM). In fact, to our knowledge, the

acquisition speed of EM never exceeds 10 μm3/s,

implying that a cm3 (the order of magnitude of a mouse

brain) would require more than a thousand years to be

imaged. Moreover, the enormous amount of data stem-

ming from EM reconstructions needs to be analyzed

manually [at least partially, given that no fully automat-

ed tools are available (Helmstaedter et al., 2008)], thus

further extending the time needed to extract quantita-

tive information. However, EM is an invaluable tech-

nique for the study of dense local circuitry in 10-100

μm-sized volumes (Fig. 1), as recently demonstrated

by the mapping of neuronal wiring of the retina by

Briggman et al. (2011).

The connectomics challenge
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Figure 1 - (a) A volume of

about 12×12×15 nm in size

from rabbit retina acquired

with SBEM. (b) Reconstruc-

tion of randomly selected

neuronal processes in the

volume shown in (a). Repro-

duced with permission from

Andres et al. (2012).
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Optical methods

Integrating the ultra-resolution of EM with the in vivo

imaging of DI is quite difficult, mainly because of the

non-overlapping operative range (in terms of spatial

resolution, acquisition time, field of view, sample

preparation, etc.) of the two techniques. Optical

approaches, which typically operate on the micron

scale, can bridge the gap between high resolution in

small volumes and low resolution in the whole brain. In

practice, however, it is impossible to reconstruct the

full neuronal network with light microscopy, since its

spatial resolution is limited by diffraction to ~ 200 nm,

which is greater than the distance typically separating

neurites. Super-resolution optical techniques, such as

stimulated emission depletion microscopy (Klar et al.,

2000) or photo-activated localization microscopy

(Betzig et al., 2006), can break the diffraction barrier

and increase the resolving power of optical micro-

scopes to tens of nm. Anyway, a number of practical

issues, above all the need for specialized chro-

mophores and the long imaging time, still prevent the

use of such approaches in large-scale neuroanatomi-

cal studies.

As regards diffraction-limited microscopy, the trick to

get around the apparently difficult problem of neurite

density is the same one that allowed Golgi and Ramon

y Cajal to take the first steps into the realm of neuronal

anatomy: if only a few neurons are visible, the resolu-

tion needed to observe them is lower, and can easily

be afforded by optical techniques. Golgi’s reazione

nera has recently been exploited to provide whole-

brain mapping at subcellular level with micro-optical

sectioning tomography (MOST) (Li et al., 2010) and

knife-edge scanning microscopy (Mayerich et al.,

2008). In these approaches the sample is embedded in

a hard resin and sliced in ultrathin ribbons (~ 1 μm)

which are imaged just after slicing. The first demon-

stration of such techniques was in combination with

Golgi staining, which randomly labels neurons with no

distinctive feature. Recently, a new type of resin

embedding, allowing good preservation of fluorescent

proteins, has been exploited to image mice expressing

either GFP or YFP in sparse neuronal subsets (fluores-

cence-MOST, fMOST) (Gong et al., 2013). This

improvement, thanks to the specificity of fluorescence

labeling, opens up the possibility of studying the fine

anatomy of selected neuronal populations within the

whole brain, However, the time needed to image a sin-

gle mouse brain with fMOST is about one month, limit-

ing the practical applicability of the method.

Generally speaking, sparse labeling in combination

with fluorescence optical microscopy would in principle

allow the reconstruction of neuronal subsystems

throughout the whole brain on the micron scale.

However, in practice no such map has hitherto been

produced. This is due to a combination of various fac-

tors. First of all, confocal and two-photon microscopy,

which are probably the most popular optical fluores-

cence techniques suitable for volume imaging, require

the use of objective lenses with a high numerical aper-

ture (NA), which have limited working distances. The

brain must then be cut in thin slices (no thicker than

~ 50 μm for confocal and ~ 7-800 μm for two-photon

imaging), which have to be matched after imaging.

Surface distortion is more severe than in EM, since the

tissue is not embedded in a hard resin, and volume

reconstruction is thus more challenging. Furthermore,

both confocal microscopy and two-photon microscopy

are point-scanning techniques, with pixel dwell times of

the order of μs at least (Pawley, 2006; Conchello and

Lichtman, 2005; Helmchen and Denk, 2005). The

image acquisition rate is therefore still too low to cope

with large volumes. Thanks to their high resolution and

contrast, these methods are, however, very well suited

to neuroanatomical studies of brain subregions (Hama

et al., 2011) or small animals (Tay et al., 2011), or to

whole-brain reconstruction with sparse axial sampling

(Ragan et al., 2012).

A promising technique to overcome the above-men-

tioned limitations of both confocal and two-photon

microscopy,  i.e. limited speed and need for slicing, is

light sheet fluorescence microscopy (Keller and Dodt,

2012). In this technique optical sectioning is achieved

in a wide-field detection scheme through selective illu-

mination of the focal plane by means of a sheet of light

(Huisken and Stainier, 2009). Thus, a single plane

inside the specimen is imaged in one step and not

sequentially as in the point-scanning technique.

Furthermore, since optical sectioning is independent of

the NA of detection optics (Mertz, 2011), long working

distance objective lenses  can be used, preventing

sample sectioning.

Coupled to tissue clearing protocols, based on refrac-

tive index matching (Becker et al., 2012), light sheet

microscopy has been exploited to image large biologi-

cal samples, including whole mouse brains (Dodt et al.,

2007). To increase image contrast, light sheet illumina-

tion has recently been integrated with confocal detec-

tion (Silvestri et al., 2012; Fahrbach and Rohrbach,

2012; Baumgart and Kubitscheck, 2012; Silvestri et al.,

2013a). Confocal light sheet microscopy allows recon-

struction of fluorescently-labeled entire mouse brains

with a resolution of a few microns and with an imaging

time of ~ 72 hours per brain (Silvestri et al., 2012).

While neuronal soma can easily be detected (Fig. 2),

the signal-to-background ratio affordable with this

technique is too low allow neuronal projections to be

mapped in a reliable and repeatable manner. 

The low levels of signal detectable in cleared samples

with light sheet microscopy are due mainly to the clear-

ing procedure itself. In fact, on the one hand, GFP flu-

orescence is impaired by the organic solvents used to

render the tissue transparent. Novel clearing methods

based on aqueous, fluorescence-friendly solutions

(Hama et al.,  2011; Chung et al., 2013) may help to

enhance the signal. On the other hand, there are no

long working distance objective lenses corrected for

the clearing solution used, and the refractive index

mismatch between the design medium of the optics

and the clearing agent introduces spherical aberra-

tions which reduce image contrast by more than an

L. Silvestri et al.
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order of magnitude (Silvestri et al., 2013c). Correction

of aberrations by means of adaptive optics (Booth et

al., 1998) may help to recover contrast and resolution,

eventually allowing projection tracing in the whole

mouse brain.

Concluding remarks

The reconstruction at cellular level of the neuronal

wiring inside the brain is one of the greatest challenges

facing contemporary neuroscience. However, to date it

has been impossible to visualize entire neuronal net-

works across the whole brain. In fact, each of the

methods that could potentially tackle the connectomics

issue is, in practice, limited by critical drawbacks. For

instance, EM can be used to reconstruct fine circuitry

with nm resolution (Briggman et al., 2011), but the

acquisition rate is too low to allow the mapping of large

volumes. On the other hand, large fiber bundles across

the whole brain can be imaged in vivo with DI, but the

resolution is too coarse to detect many single neuronal

processes (Clayden, 2013). Moreover, the non-speci-

ficity of DI contrast limits the classification of the

observed fiber bundles.

Novel optical approaches, such as fMOST (Gong et al.,

2013) and confocal light sheet microscopy (Silvestri et

al., 2012), have the potential to bridge the gap

between ultra-resolution and whole-brain imaging,

opening up the possibility of investigating the projec-

tion patterns of specific neuronal subsystems. For

example, axonal projections of localized nuclei [e.g.

serotonergic (Popova, 2006), cholinergic (Sarter and

Parikh, 2005), or dopaminergic systems (Glenthøj,

1995)], corticothalamic circuits (Briggs and Usrey,

2008), and interhemispheric connections (Schulte and

Muller-Oehring, 2010), etc., can be reconstructed

using appropriate transgenic mouse models (Feng et

al.. 2000), retrograde labeling (Marshel et al., 2010) or

viral strategies (Moriyoshi et al., 1996; Niedworok et

al., 2012).

As we have shown in this article, all the imaging tech-

niques tackling the connectomics challenge have their

distinctive features in terms of imaging speed, contrast

and resolution. In our opinion, the big puzzle of neu-

ronal connectivity can be solved only if we put all these

small pieces together. Data from EM, optical imaging

and DI should be integrated in a multiscale/multireso-

lution model carrying different kinds of information:

local circuitry, long-range projections, whole-brain

cytoarchitecture. The goal of the Human Brain Project

(HBP) is, precisely,  to pool all our knowledge about

the brain into unifying models, and to use these to sim-

ulate and even predict brain structure and function

(Markram, 2013; D’Angelo et al., 2013; Calimera et al.,

2013; Redolfi et al., 2013). Within this ambitious proj-

ect, strategic neuroanatomical data produced using

various techniques will be integrated with data already

present in the literature in order to feed brain models

and obtain statistical predictions about those parts of

the connectome map that are still unknown.

Furthermore, brain simulations in the HBP will eluci-

date the coupling between structural and functional

connectivity in order to provide a clearer view of how

neuronal circuits process information in the brain

(Friston, 2011; Bargmann and Marder, 2013).

The connectomics challenge
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Figure 2 - Neuroanatomy of Purkinje cells in the whole cerebellum imaged with confocal light sheet microscopy. (a) 3D volume ren-

dering of a PND-10 L7-GFP mouse cerebellum. The superimposed planes refer to transverse (red), sagittal (green) and coronal (blue)

digital sections shown in panels (b), (c) and (d) respectively. (b-d) Maximum intensity projections of 40 μm thick slabs. Scale bars, 1

mm. (e, f) 10 × magnification of the regions highlighted by the yellow boxes in panels (b) and (d). The lookup table saturates 2% of

pixels for better visibility. Reproduced with permission from Silvestri et al. (2012).
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Integration of structural and functional data will be a

crucial step to gain insight into the big picture of the

human brain.

The various types of information (anatomical, functional,

molecular, etc.) gathered during the HBP will complete

the data produced in other large-scale projects, such as

the Human Connectome Project (Van Essen et al.,

2013) and the BRAIN initiative (Insel et al., 2013). In

addition, the integrative approach of the HBP will make

it possible to exploit the collected data in brain simula-

tions, inferring structural and functional brain rules from

incomplete information. Thus, in the HBP some pieces

of the big puzzle of the human brain will be inferred from

the ones we already know, allowing neuroscience to

move faster towards a more comprehensive and

detailed view of the complex architecture of the brain.
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