Could Advanced AI Drive Explosive Economic Growth?

Author: Tom Davidson  
Published June 25, 2021

This report evaluates the likelihood of ‘explosive growth’, meaning > 30% annual growth of gross world product (GWP), occurring by 2100. Although frontier GDP/capita growth has been constant for 150 years, over the last 10,000 years GWP growth has accelerated significantly. Endogenous growth theory, together with the empirical fact of the demographic transition, can explain both trends. Labor, capital and technology were accumulable over the last 10,000 years, meaning that their stocks all increased as a result of rising output. Increasing returns to these accumulable factors accelerated GWP growth. But in the late 19th century, the demographic transition broke the causal link from output to the quantity of labor. There were not increasing returns to capital and technology alone and so growth did not accelerate; instead frontier economies settled into an equilibrium growth path defined by a balance between a growing number of researchers and diminishing returns to research.

This theory implies that explosive growth could occur by 2100. If automation proceeded sufficiently rapidly (e.g. due to progress in AI) there would be increasing returns to capital and technology alone. I assess this theory and consider counter-arguments stemming from alternative theories; expert opinion; the fact that 30% annual growth is wholly unprecedented; evidence of diminishing returns to R&D; the possibility that a few non-automated tasks bottleneck growth; and others. Ultimately, I find that explosive growth by 2100 is plausible but far from certain.

How to read this report

Read the summary (~1 page). Then read the main report (~30 pages).

The rest of the report contains extended appendices to the main report. Each appendix expands upon specific parts of the main report. Read an appendix if you’re interested in exploring its contents in greater depth.

I describe the contents of each appendix here. The best appendix to read is probably the first, Objections to explosive growth. Readers may also be interested to read reviews of the report.

Though the report is intended to be accessible to non-economists, readers without an economics background may prefer to read the accompanying blog post.

Why we are interested in explosive growth

Open Philanthropy wants to understand how far away we are from developing transformative artificial intelligence (TAI). Difficult as it is, a working timeline for TAI helps us prioritize between our cause areas, including potential risks from advanced AI.

In her draft report, my colleague Ajeya Cotra uses TAI to mean ‘AI which drives Gross World Product (GWP) to grow at ~20-30% per year’ – roughly ten times faster than it is growing currently. She estimates a high probability of TAI by 2100 (~80%), and a substantial probability of TAI by 2050 (~50%). These probabilities are broadly consistent with the results from expert surveys, and with plausible priors for when TAI might be developed.

Nonetheless, intuitively speaking these are high probabilities to assign to an ‘extraordinary claim’. Are there strong reasons to dismiss these estimates as too high? One possibility is economic forecasting. If economic extrapolations gave us strong reasons to think GWP will grow at ~3% a year until 2100, this would rule out explosive growth and so rule out TAI being developed this century.

I find that economic considerations don’t provide a good reason to dismiss the possibility of TAI being developed in this century. In fact, there is a plausible economic perspective from which sufficiently advanced AI systems are expected to cause explosive growth.

Summary

If you’re not familiar with growth economics, I recommend you start by reading this glossary or my blog post about the report.

Since 1900, frontier GDP/capita has grown at about 2% annually. There is no sign that growth is speeding up; if anything recent data suggests that growth is slowing down. So why think that > 30% annual growth of GWP (‘explosive growth’) is plausible this century?

I identify three arguments to think that sufficiently advanced AI could drive explosive growth:

1. Idea-based models of very long-run growth imply AI could drive explosive growth.
   - Growth rates have significantly increased (super-exponential growth) over the past 10,000 years, and even over the past 300 years. This is true both for GWP growth, and frontier GDP/capita growth.
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I discuss a number of objections to explosive growth:

- 30% growth is very far out of the observed range.
- Models predicting explosive growth have implausible implications - like output going to infinity in finite time.
- There’s no evidence of explosive growth in any subsector of the economy.
- Limits to automation are likely to prevent explosive growth.
- Won’t diminishing marginal returns to R&D prevent explosive growth?
- And many others.

Although some of these objections are partially convincing, I ultimately conclude that explosive growth driven by advanced AI is a plausible scenario.

In addition, the report covers themes relating to the possibility of stagnating growth; I find that it is a highly plausible scenario. Exponential growth in the number of researchers has been accompanied by merely constant GDP/capita growth over the last 80 years. This trend is well explained by semi-endogenous growth models in which ideas are getting harder to find. As population growth slows over the century, number of researchers will likely grow more slowly; semi-endogenous growth models predict that GDP/capita growth will slow as a result.

Thus I conclude that the possibilities for long-run growth are wide open. Both explosive growth and stagnation are plausible.
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Main report

If you’re not familiar with growth economics, I recommend you start by reading this glossary or my blog post about the report.

How might we assess the plausibility of explosive growth (>30% annual GWP) occurring by 2100? First, I consider the raw empirical data; then I address a number of additional considerations.

- What do experts think (here)?
- How does economic growth theory affect the case of explosive growth (here and here)?
- How strong are the objections to explosive growth (here)?
- Conclusion (here).

Empirical data without theoretical interpretation

When looking at the raw data, two conflicting trends jump out. The first trend is the constancy of frontier GDP/capita growth over the last 150 years. The US is typically used to represent this frontier. The following graph from Our World in Data shows US GDP/capita since 1870.
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The y-axis is logarithmic, so the straight line indicates that growth has happened at a constant exponential rate - ~2% per year on average. Extrapolating the trend, frontier GDP/capita will grow at ~2% per year until 2100. GWP growth will be slightly larger, also including a small boost from population growth and catch-up growth. Explosive growth would be a very large break from this trend.

I refer to forecasts along these lines as the standard story. Note, I intend the standard story to encompass a wide range of views, including the view that growth will slow down significantly by 2100 and the view that it will rise to (e.g.) 4% per year.

The second trend is the super-exponential growth of GWP over the last 10,000 years. (Super-exponential means the growth rate increases over time.) Another graph from Our World in Data shows GWP over the last 2,000 years:

Again, the y-axis is logarithmic, so the increasing steepness of the slope indicates that the growth rate has increased.

It’s not just GWP - there’s a similar super-exponential trend in long-run GDP/capita in many developed countries - see the graphs of US, English, and French GDP/capita in this appendix. (Later I discuss whether we can trust these pre-modern data points.)

It turns out that a simple equation called a ‘power law’ is a good fit to GWP data going all the way back to 10,000 BCE. The following graph (from my colleague David Roodman) shows the fit of a power law (and of exponential growth) to the data. The axes of the graph are chosen so that the power law appears as a straight line.
If you extrapolate this power law trend into the future, it implies that the growth rate will continue to increase into the future and that GWP will approach infinity by 2047.\(^{12}\)

Many other simple curves fit to this data also predict explosive (>30%) growth will occur in the next few decades. Why is this? The core reason is that the data shows the growth rate increasing more and more quickly over time. It took thousands of years for growth to increase from 0.03% to 0.3%, but only a few hundred years for it to increase from 0.3% to 3%.\(^ {11}\) If you naively extrapolate this trend, you predict that growth will increase again from 3% to 30% within a few decades.

We can see this pattern more clearly by looking at a graph of how GWP growth has changed over time.\(^ {12}\)

The graph shows that the time needed for the growth rate to double has fallen over time. (Later I discuss whether this data can be trusted.) Naively extrapolating the trend, you’d predict explosive growth within a few decades.

I refer to forecasts along these lines, that predict explosive growth by 2100, as the explosive growth story.
So we have two conflicting stories. The standard story points to the steady ~2% growth in frontier GDP/capita over the last 150 years, and expects growth to follow a similar pattern out to 2100. The explosive growth story points to the super-exponential growth in GWP over the last 10,000 years and expects growth to increase further to 30% per year by 2100.

Which story should we trust? Before taking into account further considerations, I think we should put some weight on both. For predictions about the near future I would put more weight on the standard story because its data is more recent and higher quality. But for predictions over longer timescales I would place increasing weight on the explosive growth story as it draws on a longer data series.

Based on the two empirical trends alone, I would neither confidently rule out explosive growth by 2100 nor confidently expect it to happen. My attitude would be something like: ‘Historically, there have been significant increases in growth. Absent a deeper understanding of the mechanisms driving these increases, I shouldn’t rule out growth increasing again in the future.’ I call this attitude the ignorance story. The rest of the main report raises considerations that can move us away from this attitude (either towards the standard story or towards the explosive growth story).

Expert opinion

In the most recent and comprehensive expert survey on growth out to 2100 that I could find, all the experts assigned low probabilities to explosive growth.

All experts thought it 90% likely that the average annual GDP/capita growth out to 2100 would be below 5%. Strictly speaking, the survey data is compatible with experts thinking there is a 9% probability of explosive growth this century, but this seems unlikely in practice. The experts’ quantiles, both individually and in aggregate, were a good fit for normal distributions which would assign ~1% probability to explosive growth.

Experts’ mean estimate of annual GWP/capita growth was 2.1%, with standard deviation 1.1%. So their views support the standard story and are in tension with the explosive growth story.

There are three important caveats:

1. Lack of specialization. My impression is that long-run GWP forecasts are not a major area of specialization, and that the experts surveyed weren’t experts specifically in this activity. Consonant with this, survey participants did not consider themselves to be particularly expert, self-reporting their level of expertise as 6 out of 10 on average.

2. Lack of appropriate prompts. Experts were provided with the data about the growth rates for the period 1900-2000, and primed with a ‘warm up question’ about the recent growth of US GDP/capita. But no information was provided about the longer-run super-exponential trend, or about possible mechanisms for producing explosive growth (like advanced AI). The respondents may have assigned higher probabilities to explosive growth by 2100 if they’d been presented with this information.

3. No focus on tail outcomes. Experts were not asked explicitly about explosive growth, and were not given an opportunity to comment on outcomes they thought were <10% likely to occur.

Theoretical models used to extrapolate GWP out to 2100

Perhaps economic growth theory can shed light on whether to extrapolate the exponential trend (standard story) or the super-exponential trend (explosive growth story).

In this section I ask:

- Do the growth models of the standard story give us reason beyond the empirical data to think 21st century growth will be exponential or sub-exponential?
  - They could do this if they point to a mechanism explaining recent exponential growth, and this mechanism will continue to operate in the future.
- Do the growth models of the explosive growth story give us reason beyond the empirical data to think 21st century growth will be super-exponential?
  - They could do this if they point to a mechanism explaining the long-run super-exponential growth, and this mechanism will continue to operate in the future.

My starting point is the models actually used to extrapolate GWP to 2100, although I draw upon economic growth theory more widely in making my final assessment. First, I give a brief explanation of how growth models work.

How do growth models work?

In economic growth models, a number of inputs are combined to produce output. Output is interpreted as GDP (or GWP). Typical inputs include capital (e.g. equipment, factories), labor (human workers), human capital (e.g. skills, work experience), and the current level of technology.
Some of these inputs are *endogenous*, meaning that the model explains how the input changes over time. Capital is typically endogenous; output is invested to sustain or increase the amount of capital. In the following diagram, capital and human capital are endogenous:

Other inputs may be *exogenous*. This means their values are determined using methods external to the growth model. For example, you might make labor exogenous and choose its future values using UN population projections. The growth model does not (attempt to) explain how the exogenous inputs change over time.

When a growth model makes more inputs endogenous, it models more of the world. It becomes more ambitious, and so more debatable, but it also gains the potential to have greater explanatory power.

**Growth models extrapolating the exponential trend to 2100**

I looked at a number of papers in line with the *standard story* that extrapolate GWP out to 2100. Most of them treated technology as exogenous, typically assuming that technology will advance at a constant exponential rate. In addition, they all treated labor as exogenous, often using UN projections. These growth models can be represented as follows:

---

[17]

The blue ‘+’ signs represent that the increases to labor and technology each year are exogenous, determined outside of the model.

In these models, the positive feedback loop between output and capital is not strong enough to produce sustained growth. This is due to *diminishing marginal returns* to capital. This means that each new machine adds less and less value to the economy, holding the other inputs fixed. Even the
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These models do not (try to) explain the pattern of GDP/capita growth; some growth models extrapolate the long-run super-exponential trend to predict explosive growth in the future. This research shifted my beliefs in a few ways: I put more probability (~75%) on semi-endogenous growth models explaining the recent period of exponential growth. Overall, this model slightly raises my expectation that long-run growth will be exponential.

Evaluating models extrapolating the exponential trend

The key question of this section is: Do the growth models of the standard story give us reason beyond the empirical data to think 21st century growth of frontier GDP/capita will be exponential or sub-exponential?

My answer is ‘yes’. Although the exogenous models used to extrapolate GWP to 2100 don’t ultimately explain why GDP/capita has grown exponentially, there are endogenous growth models that address this issue. Plausible endogenous models explain this pattern and imply that 21st century growth will be sub-exponential. This is consistent with the standard story. Interestingly, I wasn’t convinced by models implying that 21st century growth will be exponential.

The rest of this section explains my reasoning in more detail.

Endogenous growth theorists have for many decades sought theories where long-run growth is robustly exponential. However, they have found it strikingly difficult. In endogenous growth models, long-run growth is typically only exponential if some knife-edge condition holds. A parameter of the model must be exactly equal to some specific value; the smallest disturbance in this parameter leads to completely different long-run behavior, with growth either approaching infinity or falling to 0. Further, these knife-edges are typically problematic: there’s no particular reason to expect the parameter to have the precise value needed for exponential growth. This problem is often called the ‘linearity critique’ of endogenous growth models.

Appendix B argues that many endogenous growth models contain problematic knife-edges, drawing on discussions in Jones (1999) [18], Jones (2005) [19], Cesaratto (2008) [20], and Bond-Smith (2019) [21]. GROWIEC (2007) [22] proves that a wide class of endogenous growth models require a knife-edge condition to achieve constant exponential growth, generalizing the proof of Christiaans (2004) [23]. The proof doesn’t show that all such conditions are problematic, as there could be mechanisms explaining why knife-edges hold. However, combined with the observation that many popular models contain problematic knife-edges, the proof suggests that it may be generically difficult to explain exponential growth without invoking problematic knife-edge conditions.

Two attempts to address this problem stand out:

1. Claim that exponential population growth has driven exponential GDP/capita growth. This is an implication of semi-endogenous growth models (Jones 1995 [24]). These models are consistent with 20th century data: exponentially growing R&D effort has been accompanied by exponential GDP/capita growth. Appendix B argues that semi-endogenous growth models offer the best framework for explaining the recent period of exponential growth.

However, I do not think their ‘knife-edge’ assumption that population will grow at a constant exponential rate is likely to be accurate until 2100. In fact, the UN projects that population growth will slow significantly over the 21st century. With this projection, semi-endogenous growth models imply that GDP/capita growth will slow.

So these models imply 21st century growth will be sub-exponential rather than exponential.

2. Claim that market equilibrium leads to exponential growth without knife-edge conditions.

- In a 2020 paper Robust Endogenous Growth, Pereto outlines a fully endogenous growth model that achieves constant exponential growth of GDP/capita without knife-edge conditions. The model displays increasing returns to R&D investment, which would normally lead to super-exponential growth. However, these increasing returns are ‘soaked up’ by the creation of new firms which dilute R&D investment. Market incentives ensure that new firms are created at exactly the rate needed to sustain exponential growth.

- The model seems to have some implausible implications. Firstly, it implies that there should be a huge amount of market fragmentation, with the number of firms growing more quickly than the population. This contrasts with the striking pattern of market concentration we see in many areas. Secondly, it implies that if no new firms were introduced - e.g. because this was made illegal - then output would reach infinity in finite time. This seems to imply that there is a huge market failure: private incentives to create new firms massively reduce long-run social welfare.

- Despite these problems, the model does raise the possibility that an apparent knife-edge holds in reality due to certain equilibrating pressures. Even if this model isn’t quite right, there may still be equilibrating pressures of some sort.

- Overall, this model slightly raises my expectation that long-run growth will be exponential.

This research shifted my beliefs in a few ways:

- I put more probability (~75%) on semi-endogenous growth models explaining the recent period of exponential growth.
- So I put more weight on 21st century growth being sub-exponential.
- We’ll see later that these models imply that sufficiently advanced AI could drive explosive growth. So I put more weight on this possibility as well.
- It was harder than I expected to for growth theories to adequately explain why income growth should be exponential in a steady state (rather than sub- or super-exponential). So I put more probability on the recent period of exponential growth being transitory, rather than part of a steady state.
- For example, the recent period could be a transition between past super-exponential growth and future sub-exponential growth, or a temporary break in a longer pattern of super-exponential growth.
- This widens the range of future trajectories that I regard as being plausible.

Growth models extrapolating the super-exponential trend

Some growth models extrapolate the long-run super-exponential trend to predict explosive growth in the future. Let’s call them long-run explosive models. The ones I’m aware of are ‘fully endogenous’, meaning all inputs are endogenous.

Crucially, long-run explosive models claim that more output → more people. This makes sense (for example) when food is scarce: more output means more food, allowing the population to grow. This assumption is important, so it deserves a name. Let’s say these models make population accumulable. More generally, an input is accumulable just if more output → more input. The term ‘accumulable’ is from the growth literature; the intuition behind it is that the input can be accumulated by increasing output.

It’s significant for an input to be accumulable as it allows a feedback loop to occur: more output → more input → more output → … Population being accumulable is the most distinctive feature of long-run explosive models.

Long-run explosive models also make technology accumulable: more output → more people → more ideas (technological progress). All growth models, even exogenous ones, imply that capital is accumulable: more output → more reinvestment → more capital. All growth models, even exogenous ones, imply that capital is accumulable: more output → more reinvestment → more capital. In this sense, long-run explosive models are a natural extension of the exogenous growth models discussed above: a similar mechanism typically used to explain capital accumulation is used to explain the accumulation of technology and labor.

We can roughly represent long-run explosive models as follows:

The orange arrows show that all the inputs are accumulable: a marginal increase in output leads to an increase in the input. Fully endogenous growth models like these attempt to model more of the world than exogenous growth models, and so are more ambitious and debatable; but they potentially have greater explanatory power.

Why do these models predict super-exponential growth? The intuitive reason is that, with so many accumulable inputs, the feedback loop between the inputs and output is powerful enough that growth becomes faster and faster over time.

More precisely, the key is increasing returns to scale in accumulable inputs: when we double the level of every accumulable input, output more than doubles.

Why are there increasing returns to scale? The key is the insight, from Romer (1990), that technology is non-rival. If you use a new solar panel design in your factory, that doesn’t prevent me from using that same design in my factory; whereas if you use a particular machine/worker, that does prevent me from using that same machine/worker. Imagine doubling the quantity of labor and capital, holding technology fixed. You could literally replicate every factory and worker inside it, and make everything you currently make a second time. Output would double. Crucially, you wouldn’t need to double the level of technology because ideas are non-rival: twice as many factories could use the same stock of ideas without them ‘running out’.

Now imagine also doubling the level of technology. We’d still have twice as many factories and twice as many workers, but now each factory would now be more productive. Output would more than double. This is increasing returns to scale: double the inputs, more than double the output.

Long-run explosive models assume that capital, labor and technology are all accumulable. Even if they include a fixed input like land, there are typically increasing returns to accumulable inputs. This leads to super-exponential growth as long as the diminishing returns to technology R&D are very steep. For a wide range of plausible parameter values, these models predict super-exponential growth.

The key feedback loop driving increasing returns and super-exponential growth in these models can be summarized as more ideas (technological progress) → more output → more people → more ideas→...
Long-run explosive models fitted to the long-run GWP data typically predict that explosive growth (>30% per year) is a few decades away. For example, you can ask the model in Roodman (2020) ‘When will be the first year of explosive growth?’ Its median prediction is 2043 and the 80% confidence range is [2034, 2065].

Evaluating models extrapolating the super-exponential trend

The key question of this section is: Do the growth models of the explosive growth story give us reason to think 21st century growth will be super-exponential? My answer in this section is ‘no’, because the models are not well suited to describing post-1900 growth. In addition, it’s unclear how much we should trust their description of pre-1900 growth. (However, the next section argues these models can be trusted if we develop sufficiently powerful AI systems.)

Problem 1: Long-run explosive models are not suitable for describing post-1900 growth

The central problem is that long-run explosive models assume population is accumulable. While it is plausible than in pre-modern times more output → more people, this hasn’t been true in developed countries over the last ~140 years. In particular, since ~1880 fertility rates have declined despite increasing GDP/capita. This is known as the demographic transition. Since then, more output has not led to more people, but to richer and better educated people: more output → more richer people. Population is no longer accumulable (in the sense that I’ve defined the term) The feedback loop driving super-exponential growth is broken: more ideas → more output → more richer people → more ideas.

How would this problem affect the models’ predictions? If population is not accumulable, then the returns to accumulable inputs are lower, and so growth is slower. We’d expect long-run explosive models to predict faster growth than we in fact observe after ~1880; in addition we wouldn’t expect to see super-exponential growth after ~1880.

Indeed, this is what the data shows. Long-run explosive models are surprised at how slow GWP growth is since 1960, and surprised at how slow frontier GDP/capita growth is since 1900. It is not surprising that a structural change means a growth model is no longer predictively accurate: growth models are typically designed to work in bounded contexts, rather than being universal theories of growth.

A natural hypothesis is that the reason why long-run explosive models are a poor fit to the post-1900 data is that they make an assumption about population that has been inaccurate since ~1880. The recent data is not evidence against long-run explosive models per se, but confirmation that their predictions can only be trusted when population is accumulable.

This explanation is consistent with some prominent idea-based theories of very long-run growth. These theories use the same mechanism as long-run explosive models to explain pre-1900 super-exponential growth: labor and technology are accumulable, so there are increasing returns to accumulable inputs, so there’s super-exponential growth. They feature the same ideas feedback loop: more ideas → more output → more people → more ideas →... These idea-based theories are made consistent with recent exponential growth by adding an additional mechanism that makes the fertility rate drop once the economy reaches a mature stage of development mimicking the effect of the demographic transition. After this point, population isn’t accumulable and the models predict exponential growth by approximating some standard endogenous or semi-endogenous model. These idea-based models provide a good explanation of very long-run growth and modern growth. They increase my confidence in the main claim of this section: long-run explosive models are a poor fit to the post-1900 data because they (unrealistically) assume population is accumulable. However, idea-based models are fairly complex and were designed to explain long-run patterns in GDP/capita and population; this should make us wary to trust them too much.

Problem 2: It is unclear how much we should trust long-run explosive models’ explanation of pre-1900 growth

None of the problems discussed above dispute the explosive growth story’s explanation of pre-1900 growth. How much weight should we put on its account?

It emphasizes the non-rivalry of ideas and the mechanism of increasing returns to accumulable factors. This mechanism implies growth increased fairly smoothly over hundreds and thousands of years. We saw that the increasing-returns mechanism plays a central role in several prominent models of long-run growth.\[9\]
However, most papers on very long run growth emphasize a different explanation, where a structural transition occurs around the industrial revolution.\textsuperscript{52} Rather than a smooth increase, this suggests a single step-change in growth occurred around the industrial revolution, without growth increasing before or after the step-change.\textsuperscript{53}

Though a ‘step-change’ view of long-run growth rates will have a lesser tendency to predict explosive growth by 2100, it would not rule it out. For this, you would have to explain why step change increases have occurred in the past, but no more will occur in the future.\textsuperscript{54}

How much weight should we place in the increasing-returns mechanism versus the step-change view? The ancient data points are highly uncertain, making it difficult to adjudicate empirically.\textsuperscript{55} Though GWP growth seems to have increased across the whole period 1500 - 1900, this is compatible with there being one slow step-change.\textsuperscript{56}

There is some informative evidence:

- Kremer (1993) gives evidence for the increasing-returns mechanism. He looks at the development of 5 isolated regions and finds that the technology levels of the regions in 1500 are perfectly rank-correlated with their initial populations in 10,000 BCE. This is just what the increasing returns mechanism would predict.\textsuperscript{57}

- Roodman (2020) gives evidence for the step-change view. Roodman finds that his own model, which uses the increasing-returns mechanism, is surprised by the speed of growth around the industrial revolution (see more).

Overall, I think it’s likely that the increasing-returns mechanism plays an important role in explaining very long-run growth. As such I think we should take long-run explosive models seriously (if population is accumulable). That said, they are not the whole story; important structural changes happened around the industrial revolution.\textsuperscript{58}

**Summary of theoretical models used to extrapolate GWP out to 2100**

I repeat the questions asked at the start of this section, now with their answers:

- Do the growth models of the standard story give us reason beyond the empirical data to think 21st century growth will be exponential or sub-exponential?
  - Yes, plausible models imply that growth will be sub-exponential. Interestingly, I didn’t find convincing reasons to expect exponential growth.

- Do the growth models of the explosive growth story give us reason beyond the empirical data to think 21st century growth will be super-exponential?
  - No, long-run explosive models assume population is accumulable, which isn’t accurate after \textsuperscript{1880}. However, the next section argues that advanced AI could make this assumption accurate once more. So I think these models do give us reason to expect explosive growth if sufficiently advanced AI is developed.

<table>
<thead>
<tr>
<th>Preferred data set</th>
<th>Frontier GDP/capita since 1900</th>
<th>GWP since 10,000 BCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted shape of long-run growth</td>
<td>Exponential or sub-exponential</td>
<td>Super-exponential (for a while, and then eventually sub-exponential)</td>
</tr>
<tr>
<td>Models used to extrapolate GWP to 2100</td>
<td>Exogenous growth models</td>
<td>Endogenous growth model, where population and technology are accumulable.</td>
</tr>
<tr>
<td>Evaluation</td>
<td>Semi-endogenous growth models are plausible and predict 21st century growth will be sub-exponential. Theories predicting exponential growth rely on problematic knife-edge conditions.</td>
<td>Population is no longer accumulable, so we should not trust these models by default. However, advanced AI systems could make this assumption realistic again, in which case the prediction of super-exponential can be trusted.</td>
</tr>
</tbody>
</table>

**Advanced AI could drive explosive growth**

It is possible that significant advances in AI could allow capital to much more effectively substitute for labor.\textsuperscript{59} Capital is accumulable, so this could lead to increasing returns to accumulable inputs, and so to super-exponential growth.\textsuperscript{60} I’ll illustrate this point from two complementary perspectives.

**AI robots as a form of labor**

First, consider a toy scenario in which Google announces tomorrow that it’s developed AI robots that can perform any task that a human laborer can do for a smaller cost. In this (extreme!) fiction, AI robots can perfectly substitute for all human labor. We can write (total labor) = (human labor) + (AI labor). We can invest output to build more AI robots,\textsuperscript{54} and so increase the labor supply: more output \rightarrow more labor (AI robots). In other words, labor is accumulable again. When this last happened there was super-exponential growth, so our default expectation should be that this scenario will lead to super-exponential growth.

To look at it another way, AI robots would reverse the effect of the demographic transition. Before that transition, the following feedback loop drove increasing returns to accumulable inputs and super-exponential growth:

More ideas \rightarrow more output \rightarrow more labor (people) \rightarrow more ideas \rightarrow...

With AI robots there would be a closely analogous feedback loop:

More ideas \rightarrow more output \rightarrow more labor (AI robots) \rightarrow more ideas \rightarrow...
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<table>
<thead>
<tr>
<th>Period</th>
<th>Feedback loop?</th>
<th>Is total labor accumulable?</th>
<th>Pattern of growth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-1880</td>
<td>Yes: More ideas → more output → more people → more ideas →…</td>
<td>Yes</td>
<td>GWP grows at an increasing rate.</td>
</tr>
<tr>
<td>1880 - present</td>
<td>No: More ideas → more output → more richer people → more ideas →…</td>
<td>No</td>
<td>GWP grows at a ~constant rate.</td>
</tr>
<tr>
<td>AI robot scenario</td>
<td>Yes: More ideas → more output → more AI systems → more ideas →…</td>
<td>Yes</td>
<td>GWP grows at an increasing rate.</td>
</tr>
</tbody>
</table>

Indeed, plugging the AI robot scenario into a wide variety of growth models, including exogenous growth models, you find that increased returns to accumulable inputs drives super-exponential growth for plausible parameter values.65

This first perspective, analysing advanced AI as a form of labor, emphasizes the similarity of pre-1900 growth dynamics to those of a possible future world with advanced AI. If you think that the increasing-returns mechanism increased growth in the past, it’s natural to think that the AI robot scenario would increase growth again.66

**AI as a form of capital**

There are currently diminishing returns to accumulating more capital, holding the amount of labor fixed. For example, imagine creating more and more high-quality laptops and distributing them around the world. At first, economic output would plausibly increase as the laptops made people more productive at work. But eventually additional laptops would make no difference as there’d be no one to use them. The feedback loop ‘more output → more capital → more output →…’ peters out.

Advances in AI could potentially change this. By automating wide-ranging cognitive tasks, they could allow capital to substitute more effectively for labor. As a result, there may no longer be diminishing returns to capital accumulation. AI systems could replace both the laptops and the human workers, allowing capital accumulation to drive faster growth.64

Economic growth models used to explain growth since 1900 back up this point. In particular, if you adjust these models by assuming that capital substitutes more effectively for labor, they predict increases in growth.

The basic story is: capital substitutes more effectively for labor → capital’s share of output increases → larger returns to accumulable inputs → faster growth. In essence, the feedback loop ‘more output → more capital → more output → …’ becomes more powerful and drives faster growth.

What level of AI is required for explosive (>30%) growth in these models? The answer varies depending on the particular model.66

- Often the crucial condition is that the elasticity of substitution between capital and labor rises above 1. This means that some (perhaps very large) amount of capital can completely replace any human worker, though it is a weaker condition than perfect substitutability.66
- In the task-based model of Aghion et al. (2017), automating a fixed set of tasks leads to only a temporary boost in growth. A constant stream of automation (or full automation) is needed to maintain faster growth.67
- Appendix C discusses the conditions for super-exponential growth in a variety of such models (see here).

Overall, what level of AI would be sufficient for explosive growth? Based on a number of models, I think that explosive growth would require AI that substantially accelerates the automation of a very wide range of tasks in the production of goods and services, R&D, and the implementation of new technologies. The more rapid the automation, and the wider the range of tasks, the faster growth could become.68

It is worth emphasizing that these models are simple extensions of standard growth models; the only change is to assume that capital can substitute more effectively for labor. With this assumption, semi-endogenous models with reasonable parameter values predict explosive growth, as do exogenous growth models with constant returns to labor and capital.69

A draft literature review [31] on the possible growth effects of advanced AI includes many models in which AI increases growth via this mechanism (capital substituting more effectively for labor). In addition, it discusses several other mechanisms by which AI could increase growth, e.g., changing the mechanics of idea discovery and changing the savings rate.70

**Combining the two perspectives**

Both the ‘AI robots’ perspective and the ‘AI as a form of capital’ perspective make a similar point: if advanced AI can substitute very effectively for human workers, it could precipitate explosive growth by increasing the returns to accumulable inputs. In many growth models with plausible parameter values this scenario leads to explosive growth.

Previously, we said we should not trust long-run explosive models as they unrealistically assume population is accumulable. We can now qualify this claim. We should not trust these models unless AI systems are developed that can replace human workers.

**Could sufficiently advanced AI be developed in time for explosive growth to occur this century?**

This is not a focus of this report, but other evidence suggests that this scenario is plausible:

- A survey of AI practitioners asked them about the probability of developing AI that would enable full automation.71 Averaging their responses, they assigned ~30% or ~60% probability to this possibility by 2080, depending on how the question is framed.72
- My colleague Joe Carlsmith’s [4] report [34] estimates the computational power needed to match the human brain. Based on this and other evidence, my colleague Aija Cohta’s draft [4] estimates when we’ll develop human-level AI; she finds we’re ~70% likely to do so by 2080.
- In a previous report [4] I estimated the probability of developing human-level AI based on analogous historical developments. My framework finds a ~15% probability of human-level AI by 2080.

**Objections to explosive growth**

My responses are brief, and I encourage interested readers to read Appendix A, which discusses these and other objections in more detail.

What about diminishing returns to technological R&D?

Objection: There is good evidence that ideas are getting harder to find. In particular, it seems that exponential growth in the number of researchers is needed to sustain constant exponential growth in technology (TFP).

Response: The models I have been discussing take this dynamic into account. They find that, with realistic parameter values, increasing returns to accumulable inputs is powerful enough to overcome diminishing returns to technological progress if AI systems can replace human workers. This is because the feedback loop ‘more output → more labor (AI systems) → more output’ allows research effort to grow super-exponentially, leading to super-exponential TFP growth despite ideas becoming harder to find (see more).

Related objection: You claimed above that the demographic transition caused super-exponential growth to stop. This is why you think advanced AI could restart super-exponential growth. But perhaps the real cause was that we hit more sharply diminishing returns to R&D in the 20th century.

Response: This could be true. Even if true, though, this wouldn’t rule out explosive growth occurring this century: it would still be possible that returns to R&D will become less steep in the future and the historical pattern of super-exponential growth will resume.

However, I investigated this possibility and came away thinking that diminishing returns probably didn’t explain the end of super-exponential growth.

- Various endogenous growth models suggest that, had population remained accumulable throughout the 20th century, growth would have been super-exponential despite the sharply diminishing returns to R&D that we have observed.
- Conversely, these models suggest that the demographic transition would have ended super-exponential growth even if diminishing returns to R&D had been much less steep.
- This all suggests that the demographic transition, not diminishing returns, is the crucial factor in explaining the end of super-exponential growth (see more).

That said, I do think it’s reasonable to be uncertain about why super-exponential growth came to an end. The following diagram summarizes some possible explanations for the end of super-exponential growth in the 20th century, and their implications for the plausibility of explosive growth this century.
30% growth is very far out of the observed range

Objection: Explosive growth is so far out of the observed range! Even when China was charging through catch-up growth it never sustained more than 10% growth. So 30% is out of the question.

Response: Ultimately, this is not a convincing objection. If you had applied this reasoning in the past, you would have been repeatedly led into error. The 0.3% GWP growth of 1400 was higher than the previously observed range, and the 3% GWP growth of 1900 was higher than the previously observed range. There is historical precedent for growth increasing to levels far outside of the previously observed range (see more).

Models predicting explosive growth have implausible implications

Objection: Endogenous growth models imply output becomes infinite in a finite time. This is impossible and we shouldn’t trust such unrealistic models.

Response: First, models are always intended to apply only within bounded regimes; this doesn’t mean they are bad models. Clearly these endogenous growth models will stop applying before we reach infinite output (e.g. when we reach physical limits); they might still be informative before we reach this
point. Secondly, not all models predicting explosive growth have this implication; some models imply that growth will rise without limit but never go to infinity (see more).

**There's no evidence of explosive growth in any economic sub-sector**

**Objection:** If GWP growth rates were soon going to rise to 30%, we'd see signs of this in the current economy. But we don't - Nordhaus (2021) \[37\] looks for such signs and doesn't find them.

**Response:** The absence of these signs in macroeconomic data is reason to doubt explosive growth will occur within the next couple of decades. Beyond this time frame, it is hard to draw conclusions. Further, it's possible that the recent fast growth of machine learning is an early sign of explosive growth (see more).

**Why think AI automation will be different to past automation?**

**Objection:** We have been automating parts of our production processes and our R&D processes for many decades, without growth increasing. Why think AI automation will be different?

**Response:** To cause explosive growth, AI would have to drive much faster and widespread automation than we have seen over the previous century. If AI ultimately enabled full automation, models of automation suggest that the consequences for growth would be much more radical than those from the partial automation we have had in the past (see more).

**Automation limits**

**Objection:** Aghion et al. (2017) \[38\] considers a model where growth is bottlenecked by tasks that are essential but hard to improve. If we're unable to automate just one essential task, this would prevent explosive growth.

**Response:** This correctly highlights that AI may lead to very widespread automation without explosive growth occurring. One possibility is that an essential task isn't automated because we care intrinsically about having a human perform the task, e.g. a carer.

I don't think this provides a decisive reason to rule out explosive growth. Firstly, it's possible that we will ultimately automate all essential tasks, or restructure work-flows to do without them. Secondly, there could be a significant boost in growth rates, at least temporarily, even without full automation (see more).\[74\]

**Limits to how fast a human economy can grow**

**Objection:** The economic models predicting explosive growth ignore many possible bottlenecks that might slow growth. Examples include regulation of the use of AI systems, extracting and transporting important materials, conducting physical experiments on the world needed to make social and technological progress, delays for humans to adjust to new technological and social innovations, fundamental limits to how advanced technology can become, fundamental limits of how quickly complex systems can grow, and other unanticipated bottlenecks.\[75\]

**Response:** I do think that there is some chance that one of these bottlenecks will prevent explosive growth. On the other hand, no individual bottleneck is certain to apply and there are some reasons to think we could grow at 30% per year:

- There will be huge incentives to remove bottlenecks to growth, and if there's just one country that does this it would be sufficient.
- Large human economies have already grown at 10% per year (admittedly via catch up growth), explosive growth would only be 3X as fast.\[76\]
- Humans oversee businesses growing at 30% per year, and individual humans can adjust to 30% annual increases in wealth and want more.
- AI workers could run much faster than human workers.\[77\]
- Biological populations can grow faster than 30% a year, suggesting that it is physically possible for complex systems to grow this quickly.\[78\]

The arguments on both sides are inconclusive and inevitably speculative. I feel deeply uncertain about how fast growth could become before some bottleneck comes into play, but personally place less than 50% probability on a bottleneck preventing 30% GWP growth. That said, I have spent very little time thinking about this issue, which would be a fascinating research project in its own right.

**How strong are these objections overall?**

I find some of the objections unconvincing:

- **Diminishing returns.** The models implying that full automation would lead to explosive growth take diminishing returns into account.
- **30% is far from the observed range.** Ruling out 30% on this basis would have led us astray in the past by ruling out historical increases in growth.
- **Models predicting explosive growth have implausible implications.** We need not literally believe that output will go to infinity to trust these models, and there are models that predict explosive growth without this implication.

I find other objections partially convincing:

- **No evidence of explosive growth in any economic sub-sector.** Trends in macroeconomic variables suggest there won't be explosive growth in the next 20 years.
- **Automation limits.** A few essential but unautomated tasks might bottleneck growth, even if AI drives widespread automation.
- **Limits to how fast a human economy can grow.** There are many possible bottlenecks on the growth of a human economy; we have limited evidence on whether any of these would prevent 30% growth in practice.

Personally, I assign substantial probability (> 1/3) that the AI robot scenario would lead to explosive growth despite these objections.

**Conclusion**

The standard story points to the constant exponential growth of frontier GDP/capita over the last 150 years. Theoretical considerations suggest 21st century growth is more likely to be sub-exponential than exponential, as slowing population growth leads to slowing technological progress. I find this version of the standard story highly plausible.
The explosive growth story points to the significant increases in GWP growth over the last 10,000 years. It identifies an important mechanism explaining super-exponential growth before 1900: increasing returns to accumulable inputs. If AI allows capital to substitute much more effectively for human labor, a wide variety of models predict that increasing returns to accumulable inputs will again drive super-exponential growth. On this basis, I think that ‘advanced AI drives explosive growth’ is a plausible scenario from the perspective of economics.

It is reasonable to be skeptical of all the growth models discussed in the report. It is hard to get high-quality evidence for or against different growth models, and empirical efforts to adjudicate between them often give conflicting results. It is possible that we do not understand key drivers of growth. Someone with this view should probably adopt the ignorance story: growth has increased significantly in the past, we don’t understand why, and so we should not rule out significant increases in growth occurring in the future. If someone wishes to rule out explosive growth, they must positively reject any theory that implies it is plausible; this is hard to do from a position of ignorance.

Overall, I assign > 10% probability to explosive growth occurring this century. This is based on > 30% that we develop sufficiently advanced AI in time, and > 1/3 that explosive growth actually occurs conditional on this level of AI being developed. Barring this kind of progress in AI, I’m most inclined to expect sub-exponential growth. In this case, projecting GWP is closely entangled with forecasting the development of advanced AI.

Are we currently seeing the early signs of explosive GDP growth? This report argues that one should not confidently rule out explosive growth. In particular, I suggest assigning > 10% to explosive growth this century. Experts seem to assign much lower probabilities to explosive growth. Why is this? What do they make of the arguments of the report?

I report the conditions for super-exponential growth (and thus for explosive growth) in a variety of economic models. The section has three key takeaways:

1. Sub-exponential is more plausible than exponential growth, out to 2100.
2. There don’t seem to be especially strong reasons to expect exponential growth, raising the theoretical plausibility of stagnation and of explosive growth.
3. Semi-endogenous models offer the best explanation of the exponential trend. When you add to these models the assumption that capital and substitute effectively for human labor, they predict explosive growth. This raises my probability that advanced AI could drive explosive growth.

Further research

- Why do experts rule out explosive growth? This report argues that one should not confidently rule out explosive growth. In particular, I suggest assigning > 10% to explosive growth this century. Experts seem to assign much lower probabilities to explosive growth. Why is this? What do they make of the arguments of the report?
- Investigate evidence on endogenous growth theory.
  - Assess Kremer’s rank-correlation argument. Does the ‘more people → more innovation’ story actually explain the rank correlation, or are there other better explanations?
  - Investigate theories of long-run growth. How important is the increasing returns mechanism compared to other mechanisms in explaining the increase in long-run growth?
  - Empirical evidence on different growth theories. What can 20th century empirical evidence tell us about the plausibility of various growth theories? I looked into this briefly and it seemed as if the evidence did not paint a clear picture.
- Are we currently seeing the early signs of explosive GDP growth?
  - How long before explosive growth of GDP would we see signs of it in some sector of the economy?
  - What exactly would these signs look like? What can we learn from the economic signs present in the UK before the onset of the industrial revolution?
  - Does the fast growth of current machine learning resemble these signs?
- Do returns to technological R&D change over time? How uneven has the technological landscape been in the past? Is it common to have long periods where R&D progress is difficult punctuated by periods where it is easier? More technically, how much does the ‘fishing out’ parameter change over time?
- Are there plausible theories that predict exponential growth? Is there a satisfactory explanation for the constancy of frontier per capita growth in the 20th century that implies that this trend will continue even if population growth slows? Does this explanation avoid problematic knife-edge conditions?
- Is there evidence of super-exponential growth before the industrial revolution? My sensitivity analysis suggested that there is, but Ben Garfinkel did a longer analysis and reached a different conclusion. Dig into this apparent disagreement.
  - Length of data series: How long must the data series be for there to be clear evidence of super-exponential growth?
  - Type of data: How much difference does it make if you use population vs GWP data?
- How likely is a bottleneck to prevent an AI-driven growth explosion?

Structure of the rest of the report

The rest of the report is not designed to be read end to end. It consists of extended appendices that expand upon specific claims made in the main report. Each appendix is designed so that it can be read end to end.

The appendices are as follows:

- Objections to explosive growth (see here).
  - This is a long section, which contains many of the novel contributions of this report.
  - It’s probably the most important section to read after the main report, expanding upon objections to explosive growth in detail.
- Exponential growth is a knife-edge condition in many growth models (see here).
  - I investigate one reason to think long-run growth won’t be exponential: exponential growth is a knife-edge condition in many economic growth models.
  - This is not a core part of my argument for explosive growth.
  - The section has three key takeaways:
    1. Sub-exponential is more plausible than exponential growth, out to 2100.
    2. There don’t seem to be especially strong reasons to expect exponential growth, raising the theoretical plausibility of stagnation and of explosive growth.
    3. Semi-endogenous models offer the best explanation of the exponential trend. When you add to these models the assumption that capital and substitute effectively for human labor, they predict explosive growth. This raises my probability that advanced AI could drive explosive growth.
- Conditions for super-exponential growth (see here).
  - I report the conditions for super-exponential growth (and thus for explosive growth) in a variety of economic models.
Could Advanced AI Drive Explosive Economic Growth?

I initially discuss general objections to explosive growth, then objections targeted specifically at using long-run growth data to argue for explosive growth.

Here are the objections, in the order in which I address them:

**General objections to explosive growth**

**Partially convincing objections**
- No evidence of explosive growth in any subsector of the economy
- Growth models predicting explosive growth are unconfirmed
- Why think AI automation will be different to past automation?
- Automation limits
- Diminishing returns to R&D (+ ‘search limits’)
- Baumol tasks

**Ultimately unconvincing objections**
- Explosive growth is so far out of the observed range
- Models predicting explosive growth have unrealistic implications

**Objections to using long-run growth to argue for explosive growth**

**Partially convincing objections**
- The ancient data points are unreliable
- Recent data shows that super-exponential growth in GWP has come to an end
- Frontier growth shows a clear slowdown

**Slightly convincing objections**
- Long-run explosive models don’t anchor predictions to current growth levels
- Long-run explosive models don’t discount pre-modern data
- Long-run explosive models don’t seem to apply to time before the agricultural revolution: why expect them to apply to a new future growth regime?

**General objections to explosive growth**

**No evidence of explosive growth in any subsector of the economy**

**Summary of objection:** If GWP growth rates were soon going to rise to 30%, we’d see signs of this in the current economy. We’d see 30% growth in sectors of the economy that have the potential to account for the majority of economic activity. For example, before the industrial revolution noticeably impacted GDP, the manufacturing sector was growing much faster than the rest of the economy. But no sector of the economy shows growth anywhere near 30%; so GWP won’t be growing at 30% any time soon.

**Response:** I think this objection might rule out explosive growth in the next few decades, but I’d need to see further investigation to be fully convinced of this.
I agree that there should be signs of explosive growth before it registers on any country’s GDP statistics. Currently, this makes me somewhat skeptical that there will be explosive growth in the next two decades. However, I’m very uncertain about this due to being ignorant about several key questions.

- How long before explosive growth of GDP would we see signs of it in some sector of the economy?
- What exactly would these signs look like?
- Are there early signs of explosive growth in the economy?

I’m currently very unsure about all three questions above, and so am unsure how far into the future this objection rules out explosive growth. The next two sections say a little more about the third question.

**Does the fast growth of machine learning resemble the early signs of explosive growth?**

With regards the penultimate question, Open Philanthropy believes that there is a non-negligible chance (> 15%) of very powerful AI systems being developed in the next three decades. The economic impact of machine learning is already growing fast with use in Google’s search algorithm, targeted ads, product recommendations, translation, and voice recognition. One recent report[^40] forecasts an average of 42% annual growth of the deep learning market between 2017 and 2023.

Of course, many small sectors show fast growth for a time and do not end up affecting the overall rate of GWP growth! It is the further fact that machine learning seems to be a general purpose technology, whose progress could ultimately lead to the automation of large amounts of cognitive labor, that raises the possibility that its fast growth might be a precursor of explosive growth.

**Are there signs of explosive growth in US macroeconomic variables?**

[82] Nordhaus (2021)[^41] considers the hypothesis that explosive growth will be driven by fast productivity growth in the IT sector. He proposes seven empirical tests of this hypothesis. The tests make predictions about patterns in macroeconomic variables like TFP, real wages, capital’s share of total income, and the price and total amount of capital. He runs these tests with US data. Five of the tests suggest that we’re not moving towards explosive growth; the other two suggest we’re moving towards it only very slowly, such that a naive extrapolation implies explosive growth will happen around 2100.

Nordhaus runs three of his tests with data specific to the IT sector. This data is more fine-grained than macroeconomic variables, but it’s still much broader than machine learning as a whole. The IT data is slightly more optimistic about explosive growth, but still suggests that it won’t happen within the next few decades.

These empirical tests suggest that, as of 2014, the patterns in US macroeconomic variables are not what you’d expect if explosive growth driven by AI R&D was happening soon. But how much warning should we expect these tests to give? I’m not sure. Nordhaus himself says that his ‘conclusion is tentative and is based on economic trends to date’. I would expect patterns in macroeconomic variables to give more warning than trends in GWP or GDP, but less warning than trends in the economic value of machine learning. Similarly, I’d expect IT-specific data to give more warning than macroeconomic variables, but less than data specific to machine learning.

Brynjolfsson (2017)[^85] suggests economic effects will lag decades behind the potential of the technology’s cutting edge, and that national statistics could underestimate the longer term economic impact of technologies. As a consequence, disappointing historical data should not preclude forward-looking technological optimism.

Overall, Nordhaus’ analysis reduces my probability that we will see explosive growth by 2040 (three decades after his latest data point) but it doesn’t significantly change my probability that we see it in 2050 - 2100. His analysis leaves open the possibility that we are seeing the early signs of explosive growth in data relating to machine learning specifically.

**The evidence for endogenous growth theories is weak**

**Summary of objection:** Explosive growth from sufficiently advanced AI is predicted by certain endogenous growth models, both theories of very long-run growth and semi-endogenous growth models augmented with the assumption that capital can substitute for labor.

The mechanism posited by these models is increasing returns to accumulable inputs.

But these endogenous growth models, and the mechanisms behind them, have not been confirmed. So we shouldn’t pay particular attention to their predictions. In fact, these models falsely predict that larger economies should grow faster.

**Response summary:**

- There is some evidence for endogenous growth models.
- Endogenous growth models do not imply that larger economies should grow faster than smaller ones.
- As well as endogenous growth models, some exogenous growth models predict that AI could bring about explosive growth by increasing the importance of capital accumulation: more output → more capital → more output →... (see more).

The rest of this section goes into the first two points in more detail.

**Evidence for endogenous growth theories**

**Semi-endogenous growth models**

These are simply standard semi-endogenous growth theories. Under realistic parameter values, they predict explosive growth when you add the assumption that capital can substitute for labor (elasticity of substitution > 1).

What evidence is there for these theories?

- Semi-endogenous growth theories are inherently plausible. They extend standard exogenous theories with the claim that directed human effort can lead to technological progress.
- Appendix B argues that semi-endogenous growth theories offer a good explanation of the recent period of exponential growth.
- However, there have not been increasing returns to accumulable inputs in the recent period of exponential growth because labor has not been accumulable. This might make us doubt the predictions of semi-endogenous models in a situation in which there are increasing returns to accumulable inputs, and thus doubt their prediction of explosive growth.
Some theories of very long-run growth feature increasing returns to accumulable inputs, as they make technology accumulable and labor accumulable (in the sense that more output → more people). If AI makes labor accumulable again, these theories predict there will be explosive growth under realistic parameter values.

What evidence is there for these theories?

- These ‘increasing returns’ models seem to correctly describe the historical pattern of accelerating growth. However, the data is highly uncertain and it is possible that growth did not accelerate between 5000 BCE and 1500. If so, this would undermine the empirical evidence for these theories.
- Other evidence comes from Kremer (1993). He looks at five regions - Flinders Island, Tasmania, Australia, the Americas and the Eurasian continent - that were isolated from one another 10,000 years ago and had significantly varying populations. Initially all regions contained hunter gatherers, but by 1500 CE the technology levels of these regions had significantly diverged. Kremer shows that the 1500 technology levels of these regions were perfectly rank-correlated with their initial populations, as predicted by endogenous growth models.

Endogenous growth models are not falsified by the faster growth of smaller economies.

Different countries share their technological innovations. Smaller economies can grow using the innovations of larger economies, and so the story motivating endogenous growth models does not predict that countries with larger economies should grow faster. As explained by Jones (1997): The Belgian economy does not grow solely or even primarily because of ideas invented by Belgians… this fact makes it difficult… to test the model with cross-section evidence [of different countries across the same period of time]. Ideally one needs a cross-section of economies that cannot share ideas.

In other words, the standard practice of separating technological progress into catch-up growth and frontier growth is fully consistent with applying endogenous growth theories to the world economy. Endogenous growth models are not falsified by the faster growth of smaller economies.

Why think AI automation will be different to past automation?

Objection: Automation is nothing new. Since 1900, there’s been massive automation in both production and R&D (e.g. no more calculations by hand). But growth rates haven’t increased. Why should future automation have a different effect?

Response: If AI merely continues the previous pace of automation, then indeed there’s no particular reason to think it would cause explosive growth. However, if AI allows us to approach full automation, then it may well do so.

A plausible explanation for why previous automation hasn’t caused explosive growth is that growth ends up being bottlenecked by non-automated tasks. For example, suppose there are three stages in the production process for making a cheese sandwich: make the bread, make the cheese, combine the two together. If the first two stages are automated and can proceed much more quickly, the third stage can still bottleneck the speed of sandwich production if it isn’t automated. Sandwich production as a whole ends up proceeding at the same pace as the third stage, despite the automation of the first two stages.

Note, whether this dynamic occurs depends on people’s preferences, as well as on the production possibilities. If people were happy to just consume bread by itself and cheese by itself, all the necessary steps would have been automated and output could have grown more quickly.

The same dynamic as with sandwich production can happen on the scale of the overall economy. For example, hundreds of years ago agriculture was a very large share of GDP. Total GDP growth was closely related to productivity growth in agriculture. But over the last few hundred years, the sector has been increasingly automated and its productivity has risen significantly. People in developed countries now generally have plenty of food. But as a result, GDP in developed countries is now more bottlenecked by things other than agriculture. Agriculture is now only a small share of GDP, and so productivity gains in agriculture have little effect on overall GDP growth.

Again this relates to people’s preferences. Once people have plenty of food, they value further food much less. This reduces the price of food, and reduces agriculture’s share of GDP. If people had wanted to consume more and more food without limit, agriculture’s share of the economy would not have fallen so much.

So, on this account, the reason why automation doesn’t lead to growth increases is because the non-automated sectors bottleneck growth.

Clearly, this dynamic won’t apply if there is full automation, for example if we develop AI systems that can replace human workers in any task. There would be no non-automated sectors left to bottleneck growth. This insight is consistent with models of automation, for example Growiec (2020) and Aghion et al. (2017) - they find that the effect of full automation is qualitatively different from that of partial automation and leads to larger increases in growth.

The next section discusses whether full automation is plausible, and whether we could have explosive growth without it.

Automation limits

Objection: Aghion et al. (2017) considers a growth model that does a good job in explaining the past trends in automation and growth. In particular, their model is consistent with the above explanation for why automation has not increased growth in the past: growth ends up being bottlenecked by non-automated tasks.

In their model, output is produced by a large number of tasks that are gross complements. Intuitively, this means that each task is essential. More precisely, if we hold performance on one task fixed, there is a limit to how large output can be no matter how well we perform other tasks. As a result, ‘output and growth end up being determined not by what we are good at, but by what is essential but hard to improve’.

The model highlights that if there is one essential task that we cannot automate, this will ultimately bottleneck growth. Growth will proceed at the rate at which we can improve performance at this non-automated task.

Response: There are two questions in assessing this objection:

1. Will there be an essential task that we cannot automate?
2. If there is such a task, would this preclude explosive growth?
Will there be an essential task that we cannot automate?

The first question cannot be answered without speculation.

It does seem possible that we make very impressive progress in AI, automating wide-ranging cognitive abilities, but that there are some essential tasks that we still cannot automate. It is unclear how stable this situation would be: with many cognitive abilities automated, a huge cognitive effort could be made to automate the remaining tasks. Further, if we can restructure workflows to remove the necessity of an un-automated task, the bottleneck will disappear.

One reason to think full automation is plausible is that humans may ultimately have a finite set of capabilities (including the ability to learn certain types of new tasks quickly). Once we've developed machines with the same capabilities across the board, there will be nothing more to automate. When new tasks are created, machines will learn them just as quickly as humans.

One possibility is that tasks that will not be automated because we care intrinsically about having a biological human perform the task (e.g. carers, athletes, priests). I don't expect this to be the sole factor preventing explosive growth:

- In this scenario, if just one group didn't have this intrinsic preference for human workers, it could grow explosively and ultimately drive explosive growth of GWP. So this scenario seems undermined by the heterogeneity of human preferences.
- In this scenario the growth model of Aghion et al. (2017) implies that the percentage of GDP spent on tasks where we prefer human workers approaches 100%. But this seems unlikely to happen. Tasks crucial for gaining relative power in society, e.g. control of resources and military technology, can in principle be automated in this scenario. It seems unlikely that all actors would allow their spending on these tasks to approach 0%, essentially giving up relative power and influence.
- If instead a constant fraction of output is spent on automated tasks, we could model this with a task-based Cobb Douglas production function. With this model, explosive growth then occurs if a sufficiently large fraction of output is spent on the automated tasks (see this model).

If there's an essential task we cannot automate, does this preclude explosive growth?

Slightly more can be said about the second question.

Firstly, there can be super-exponential growth without full automation ever occurring. If we automate an increasing fraction of non-automated tasks each year, there can be super-exponential growth.

For example, the total fraction of automated tasks goes 0%, 50%, 80%, 95%,... We automate 1/2 the non-automated tasks in the first year, 2/3 in the second year, 3/4 in the third year, and so on. In this scenario, the economy is asymptotically automated, but never fully automated.

- This situation implies that for any task i, that task is eventually automated. But this is also implied by the scenario favored in Aghion et al. (2017), in which a constant fraction of non-automated tasks are automated each year.
- I am not claiming here that we will automate an increasing fraction of tasks each year, but just that such a situation is plausible (and perhaps similarly plausible to automating a constant fraction each year).
- Note, super-exponential growth can only be sustained if there is some capital-augmenting technological progress happening in the background.

What about if there's some fixed fraction of tasks that we cannot automate?

This does rule out growth increasing without limit. However, it doesn't rule out a significant but temporary increase in growth. There may be a long time before non-automated tasks become a bottleneck in practice, and growth may rise considerably during this time. For example, suppose that the number of human carers ultimately bottlenecks growth. In the long-run, most of GDP is spent on human carers and productivity improvements elsewhere will make little difference to GDP growth. Nonetheless, there can be an interim period where human carers are still only a small share of GDP but the quantities of other goods and services are growing extremely rapidly, driving explosive growth of GDP. This explosive growth would end once spending on human carers is a large fraction of GDP.

Indeed, the authors of Aghion et al. (2017) acknowledge that even if there's a limit to automation, ‘growth rates may still be larger with more automation and capital intensity’. Whether growth gets as high as 30% depends on how quickly the other tasks are automated.

A drawback of the model

The model does not seem well suited for thinking about the introduction of new tasks. In their model, introducing a new task can only ever decrease output.

Conclusion

This objection correctly highlights the possibility that very impressive progress in AI doesn't lead to explosive growth due a few non-automatable tasks. This is a plausible scenario. Nonetheless, explosive growth could occur if we will eventually automate all tasks, or if we automate an increasing fraction of tasks each year, or if growth increases significantly before bottlenecks kick in.

Baumol tasks

Objection: Even if we automate both goods and ideas production, Aghion et al. (2017) raises the possibility that physical limits could constrain growth. In particular, they consider a model where each task has its own productivity. If there's an absolute limit on the productivity of any essential task, then this ultimately limits overall TFP and can prevent explosive growth.

Response: This objection is correct: ultimately the process will come up against physical limits and TFP will reach an absolute ceiling. However, this doesn’t give us much reason to rule out explosive growth.

Firstly, even once TFP reaches its ceiling we could have fast exponential growth. If we automate all tasks $Y = A_{max}K$; reinvestment is $ΔK = sY - δK$; $A_{max}$ is the ceiling for TFP fixed by physical limits. The growth rate of the system is $A_{max} - δ$, which could be very high indeed.

Secondly, we may be a long way from achieving the maximum possible TFP. Before we reach this point, there could be super-exponential growth. The model raises the possibility that we may be closer to the ceiling than we think: if just one essential task hits a limit then this will limit total TFP. However,
we should be wary of placing too much weight on this perspective. TFP has not yet been permanently limited by an essential but hard to improve task, despite the economy containing a huge array of tasks and experiencing lots of TFP growth. This is somewhat surprising to an advocate for Baumol tasks: surely just one of the many essential tasks should have hit a limit by now? The evidence to the contrary speaks to our ability to increase productivity in essential tasks despite physical limits, or to replace them with new tasks that avoid these limits.

What about diminishing returns to technological R&D?

**Objection:** There is good evidence that ideas are getting harder to find [mi], at least when these ideas are weighted by their effects on economic growth. Economists often understand ‘ideas’ in units such that a constant flow of ideas leads to constant exponential growth in $A$; each idea raises income by a constant percentage.

It is common to represent this effect using the parameter $\phi$ in the equation $\dot{A} = A^\phi X$, where $X$ measures the amount of research effort (e.g. number of scientists) and $A$ represents TFP. If ideas are getting harder to find, this means that $\phi < 1$. This condition is important; it implies that $X$ must increase exponentially to sustain exponential growth in $A$.

Bloom et al. (2020) observes steeply diminishing returns in 20th century R&D; they estimate $\phi = -2.1$. Such steeply diminishing returns will surely prevent explosive growth. Perhaps they also explain the end of super-exponential growth in the 20th century.

**Response:** The feedback loop between output and inputs can be powerful enough to overcome these diminishing returns, especially if there are increasing returns to accumulable inputs. This is because the feedback loop can be strong enough for $X$ to grow super-exponentially, leading to super-exponential growth in $A$.

This happens if increasing returns to accumulable inputs are powerful enough to overcome the diminishing returns to R&D. If labor is accumulable, or capital is substitutable with labor (elasticity of substitution $> 1$), models with plausible parameter values suggest there will be super-exponential growth despite the sharply diminishing to R&D observed by Bloom et al. More on the conditions for super-exponential growth in these models.

Consistent with this, various endogenous growth models suggest that the period of super-exponential growth did not end because the diminishing returns to R&D became too steep. Rather, they suggest that the demographic transition, which meant labor was no longer accumulable (in the sense that more output $\rightarrow$ more labor), was the key factor (see more).

Lastly, even if 20th century diminishing returns did rule out explosive growth, it is possible that returns will diminish less steeply in the future (the value of $\phi$ could increase). There could be an uneven technological landscape, where progress is slow for a time and then quicker again.

**Further objection:** Aghion et al. (2017) consider a model in which ideas production is fully automated, $\dot{A} = A^\phi K$, but growth still does not increase due to ‘search limits’. Importantly, in their model goods production is bottlenecked by labor, $Y = AL$. If $\phi > 0$, the growth rate increases without limit, but if $\phi < 0$, the growth rate decreases over time. $\phi < 0$ is plausible. Theoretically, it could be explained by a fishing-out process, in which fewer and fewer good ideas remain to be discovered over time. Empirically, Bloom et al. (2020) estimates $\phi = -2.1$ based on 80 years of US data.

**Response:** This correctly highlights the possibility that we fully automate R&D without seeing explosive growth. However, I still expect that full R&D automation would lead to explosive growth.

Firstly, in this model there would still be a temporary boost in growth while the ideas production was being automated. The automation process would cause research effort $X$ to increase, perhaps very rapidly, leading to much faster growth temporarily.

Secondly, full automation of ideas production might facilitate full automation of the goods production (e.g. if it allows us to automate the process of automating tasks), $Y = AK$. Automating tasks is naturally thought of as a research activity. Full automation of goods production would lead to super-exponential growth, no matter what the value of $\phi$. This is the response I find most convincing.

Thirdly, even if $\phi < 0$ in the economy on aggregate, it may be that $> 0$ in certain important subsectors of the economy and this is sufficient for explosive growth. Of particular importance may be subsectors relating to how efficiently output can be reinvested to create more AI systems. If $\phi > 0$ in these subsectors then, even if $\phi < 0$ on aggregate, the number of ai systems can grow super-exponentially, this could in turn drive super-exponential growth technology all sectors, and thus drive explosive growth of output. I describe a toy model along these lines in this technical appendix.

Is $\phi > 0$ in the relevant subsectors? The subsectors relating to how efficiently output can be reinvested to make AI systems are likely to be computer hardware and AI software. Bloom et al. (2020) find $\phi = 0.8$ for a measure of computer hardware performance, and data from Besiroglu (2020) finds $\phi = 0.85$ for a measure machine learning software performance. Of course this doesn’t show that this scenario is likely to happen, but reinforces the point that there is no easy inference from ‘$\phi < 0$ in the aggregate’ to ‘ai automation of r&d wouldn’t drive explosive growth’.

Lastly, some papers find $\phi > 0$. Even if it is currently below 0, it may change over time, and rise above 0.

**Explosive growth is so far out of the observed range**

**Summary of objection:** No country has ever grown at anywhere near 30%. Even when China was at its peak rate of catch-up growth, benefitting significantly from adopting advanced western technology, it grew at 8%. Never in history has a country grown faster than 10%. Explosive growth is so far out of the observed range that it should be regarded as highly improbable.

**Response:** This is a very natural objection, but ultimately I find it unconvincing.

The same kind of reasoning would have led people in 1750, when growth had never been higher than 0.3%, to rule out growth of 3%. And the same reasoning again would have led hypothetical economists alive in 5000 BCE, when the rate of growth had never been higher than 0.03%, to rule out growth of 0.3%. Growth rates have increased by two orders of magnitude throughout history, and so the reasoning ‘growth rates will stay within the historically observed ranges’ would have repeatedly led to false predictions.

It is true that a 30% growth by 2100 would involve a ten-fold increase in growth happening more quickly than any comparable increase in history. The increase from 0.3% to 3% took more than 150 years to occur and there are only 80 years left until 2100. But historically, increases in the growth rate have happened over progressively shorter time periods. For example, the increase from 0.03% to 0.3% took 6000 years. In 1700 it would have been a mistake to say ‘it took thousands of years for growth rates to increase ten-fold from 0.03% to 0.3%, so it will be thousands of years before growth increases ten-fold again to 3%’. This reasoning would ignore the historical pattern whereby growth increases more quickly over time. Similarly, it would be a mistake now to reason ‘it took hundreds of years for growth rates to increase from 0.3% to 3%, so it will be hundreds of years before growth could reach 30%’.

So the fact that growth has never previously been anywhere near as high as 30% is not by itself a good reason to rule out explosive growth.

Relatedly, it would be unreasonable to assign an extremely low prior to 30% growth occurring.\textsuperscript{104} Priors assigning tiny probabilities to GWP growth increasing well above its observed range would have been hugely surprised by the historical GWP trend. They should be updated to assign more probability to extreme outcomes.

**Models predicting explosive growth have implausible implications**

**Summary of objection:** The very same endogenous growth models that predict explosive growth by 2100 also predict that GWP will go to infinity in finite time. This prediction is absurd, and so the models shouldn’t be trusted.

This objection is in the spirit of a comment from economist Robert Solow:

> It is one thing to say that a quantity will eventually exceed any bound. It is quite another to say that it will exceed any stated bound before Christmas.\textsuperscript{105}

**Response:** Ultimately, I find this objection unconvincing.

Clearly, the economy cannot produce infinite output from a finite input of resources. And indeed this is exactly what certain endogenous growth models predict. But there are two ways to interpret this result.

1. These models’ description of super-exponential growth is not realistic in any circumstances.
2. Endogenous growth models’ description of super-exponential growth is only realistic up to a certain point, after which it ceases to be realistic.

I favor the second explanation for two reasons.

Firstly, it is very common for scientific theories to be accurate only in certain bounded regimes. This is true of both the hard sciences\textsuperscript{106} and the social sciences\textsuperscript{107} As such, pointing out that a theory breaks down eventually only provides a very weak reason to think that it isn’t realistic in any circumstances. So the first explanation seems like an overreaction to the fact that theory breaks down eventually.

Secondly, it is independently plausible that the mechanism for super-exponential growth will break down eventually in the face of physical limits.

The mechanism is more output → more capital → better technology → more output →... But this cycle will eventually run up against physical limits. Eventually, we will be using the fixed input of physical resources in the best possible way to produce output, and further increases in output will be capped. At this stage, it won’t be possible to reinvest output in such a way as to significantly increase future output and the cycle will fizzle out.

In other words, we have a specific explanation for why we will never produce infinite output that leaves open the possibility that explosive growth occurs in the medium term.

So the fact that super-exponential growth must approach limits eventually - this particular objection - is itself only weak evidence that we have already reached those limits.

In addition to the above, many models predict explosive growth without implying output rises to infinity in finite time. For example, Nordhaus (2021) and Aghion et al. (2017) consider a model in which good production is fully automated but technological progress is still exogenous. This leads to a ‘type 1 singularity’ in which the growth rate increases without limit but never goes to infinity. Similarly, the models in Lee (1993) and Growiec (2020)\textsuperscript{46} both predict significant increases in growth but again the growth rate remains finite.

**Objections to using the long-run growth to argue for explosive growth**

**The ancient data points used to estimate long-run explosive models are highly unreliable**

**Objection:** We have terrible data on GWP before ~1500, so the results of models trained on this ‘data’ are meaningless.

**Response:** Data uncertainties don’t significantly affect the predictions of the long-run explosive models. However, they do undermine the empirical support for these models, and the degree of trust we should have in their conclusions.

**Data uncertainties don’t significantly alter the predictions of long-run explosive models**

Despite very large uncertainties in the long-run GWP data, it is clearly true that growth rates used to be much lower than they are today. This alone implies that, if you fit endogenous growth models to the data, you’ll predict super-exponential growth. Indeed, Roodman fit his model to several different data sets, and did a robustness test where he pushed all the data points to the tops and bottoms of their uncertainty ranges; in all cases the median predicted date of explosive growth was altered by <5 years. This all suggests that data uncertainties, while significant, don’t drive significant variation in the predictions of long-run explosive models.\textsuperscript{108}

Using alternative data series, like GWP/capita and frontier GDP/capita, change the expected year of explosive growth by a few decades, but they still expect it before 2100.\textsuperscript{108}

I did a sensitivity analysis, fitting Roodman’s univariate model to shortened GWP data sets starting in 10,000 BCE, 2000 BCE, 1 CE, 1000 CE, 1300 CE, 1600 CE, and 1800 CE. In every case, the fitted model expects explosive growth to happen eventually. (This is no surprise; as long as growth increases on average across the data set, long-run explosive models will predict explosive growth eventually.) The median predicted date for explosive growth is increasingly delayed for the shorter data sets;\textsuperscript{108} the model still assigns > 50% probability to explosive growth by 2100 if the data starts in 1300 CE or earlier.\textsuperscript{109} Sensitivity analysis on shortened data sets.

So the predictions of explosive growth can be significantly delayed by completely removing old data points; the obvious drawback is that by removing these old data points you lose information. Apart from this, the predictions of long-run explosive models do not seem to be sensitive to reasonable alterations in the data.

**Data uncertainties undermine the empirical support for long-run explosive models**

The long-run explosive models I’ve seen explain very long-run growth using the increasing returns mechanism. This mechanism implies growth should increase smoothly over hundreds and thousands of years.\textsuperscript{108}
The data seems to show growth increasing fairly smoothly across the entire period 10,000 BCE to 1950 CE; this is a good fit for the increasing returns mechanism. However, I think the uncertainty of pre-modern data is great enough that the true data may show the growth in the period 5000 BCE to 1600 CE growth to be roughly constant. This would undermine the empirical support for the long-run explosive models, even if it wouldn’t substantially change their predictions.

Doubts about the goodness of fit are reinforced by the fact that alternative data series, like GWP/capita and frontier GDP/capita are less of a good fit to the increasing returns mechanism than the GWP series.

As an alternative to the increasing returns mechanism, you might instead place weight on a theory where there’s a single slow step-change in growth rates that happens between 1500 and 1900 (Ben Garfinkel proposes such a view here [47]). Though a ‘slow step-change’ view of long-run growth rates will have a lesser tendency to predict explosive growth by 2100, it would not rule it out. For this, it would have to explain why step change increases in growth rate have occurred in the past, but more could not occur in the future.

- More on the slow step-change view.
- Adjudicating between the slow step-change view and the increasing returns mechanism.

Despite these concerns, it still seems likely to me that the increasing return mechanism offers an important role in explaining the long-run growth data. This suggests we should place weight on long-run explosive models, as long as population is accumulable.

**Recent GWP growth shows that super-exponential growth has come to an end**

**Objection:** Recently, GWP growth has been much lower than long-run explosive models have predicted. This shows that these models are no longer useful for extrapolating GWP.

**Response:** Roodman (2020) does a careful analysis of how ‘surprised’ his model is by the recent data. His model is somewhat surprised at how slow GWP growth has been since 1970. But the data are not in very sharp conflict with the model and only provide a moderate reason to distrust the model going forward.

We can assess the size of the conflict between the model and the recent data in three ways: eyeballing the data, quantifying the conflict using Roodman’s model, and comparing the recent slowdown to historical slowdowns.

(Note, by ‘slowdown’ I mean ‘period where growth either remains at the same level or decreases’. This is a ‘slowdown’ compared to the possibility of super-exponential growth, even if growth remains constant.)

**Eyeballing how much the recent data conflicts with Roodman’s model**

First, here’s the graph we saw earlier of GWP against time. Though the recent points deviate slightly from Roodman’s trend, the difference is not significant. It looks smaller than previous historical deviations after which the trend resumed again.

A representation that highlights the deviation from the expected trend more clearly is to plot GWP against its average growth in the following period:
The last five data points indicate the growth after 1970 is surprisingly low. But again they do not seem to be in very sharp conflict with the trend.

Quantifying how much the recent data conflicts with Roodman’s model

It’s possible to quantify how surprised Roodman’s model is by a data point, given the previous data points (more). The results are that:

- 1980 GWP is between the 40th and 50th percentiles, so isn’t surprising.
- 1990, 2000, 2010, and 2019 GWP are between the 20th and 30th percentiles, so are surprising but not hugely surprising. If Roodman’s model incorporated serial correlation between random deviations from the underlying trend, the surprise would be smaller still.

The recent slowdown is large compared to other slowdowns in GWP growth

Growth in the period 1970 - 2020 has been slower than previously. During this time the economy has increased in size by a factor of 5.4. We can compare this to previous slowdowns after which the long-run super-exponential trend reasserted itself. If the recent growth slowdown is similar in size or smaller, this weakly suggests that the super-exponential trend will reassert itself once again, by analogy with previous slowdowns.

There are a couple of other slowdowns in GWP growth in the historical data:

- Growth in the period 200 BCE - 1000 CE was consistently slower than in the previous thousand years. In this time the economy increased in size by a factor of 1.7.
- Growth in the period 1200 CE - 1400 CE was slower than the previous period. In this time the economy did not increase in size.

So it seems the recent slowdown is shorter than previous slowdowns in terms of calendar years but longer when measured by the fractional increase of GWP. This weakly suggests the slowdown is not just random, but rather the result of some systematic factor. The return to super-exponential growth after past slowdowns is not a strong indicator that we’ll return to super-exponential growth after the current one.

The next section aims to strengthen this evidence further, by focusing on the growth of frontier economies (e.g. US, UK, France), rather than just merely GWP growth.

So what?

If we think the demographic transition explains the recent slowdown, we may not be moved by this objection. I argued in the main report that we can think of highly substitutable AI as reversing the demographic transition, after which we would expect super-exponential growth to resume. The report’s basic thesis that sufficiently advanced AI could lead to explosive growth is consistent with the recent data.

Alternatively, we might have a more agnostic approach to the causes of long-run growth and the recent slowdown (i.e. the ignorance story). In this case, the recent data provides a stronger reason to reduce the probability we assign to explosive growth. However, it doesn’t provide a decisive reason: the recent data is not hugely improbable according to Roodman’s model.

Frontier growth shows a clear slowdown

Summary of objection

The prolonged lack of super-exponential growth of GDP per capita in frontier countries is striking. US per capita income has grown steadily at 1.8% for 150 years (since 1870), and other frontier countries show similar trends. The only reason GWP data doesn’t show the same pattern is catch-up growth. The lack of super-exponential growth over such a long period is strong evidence against long-run explosive models.

Even the trend in frontier GDP/capita may be overly generous to long-run explosive models. Frontier GDP/capita has recently been boosted from a number of one-off changes: e.g. the reallocation of people of color from low wage professions to high wage professions, the entry of women into the workforce, and improved educational achievement. Hsieh et al. (2013) estimates that improvements in the allocation of talent may explain a significant part of U.S. economic growth over the last 60 years. If we adjusted for these factors, the trend in frontier GDP/capita would likely be even more at odds with the predictions of long-run explosive models.

This strengthens the objection of the previous section.

Elaboration of objection

This objection is hard to spell out in a conceptually clean way because endogenous growth models like Roodman’s are only meant to be applied to the global economy as a whole, and so don’t necessarily make explicit predictions about frontier growth. The reason for this is that the growth of any part of the global economy will be influenced by the other parts, and so modeling only a part will necessarily omit dynamics relevant to its growth. For example, if you only model the US you ignore R&D efforts in other countries that are relevant to US growth.

Nonetheless, I do feel that there is something to this objection. GWP cannot grow super-exponentially for long without the frontier growing super-exponentially.

In the rest of this section I:

- Suggest the size of the ‘frontier growth slowdown’ is about twice as big as the already-discussed GWP slowdown.
- Suggest that the most natural application of Roodman’s univariate model to frontier growth allows the objection to go through.

(Again, I use ‘slowdown’ to refer to a period of merely exponential growth, which is ‘slower’ than the alternative to super-exponential growth.)

How much bigger is the frontier growth slowdown than the GWP slowdown?

I have briefly investigated the timescales over which frontier growth has been exponential, rather than super-exponential, by eyeballing GDP and GDP/capita data for the US, England, and France. My current opinion is that the frontier shows clear super-exponential growth if you look at data from 1700, and still shows super-exponential growth in data from 1800. However data from about 1900 shows very little sign of super-exponential growth and looks exponential. So the slowdown in frontier growth is indeed more marked than that for GWP growth. Rather than just 50 years of slowdown during which GWP increased by a factor of 5.4, there’s more like 120 years of slowdown during which GDP increased by about 10-15X.
My current view is that considering frontier GDP/capita data increases the size of the deviation from the super-exponential trend by a factor of 2-3 compared to just using GWP data. This is because the deviation's length in calendar time is 2-3 times bigger (120 years rather than 50 years) and the GDP increase associated with the deviation is 2-3 times bigger (GDP increases 10-15X rather than 5X). Recent frontier growth poses a bigger challenge to the explosive growth theory than recent GWP growth.

This is consistent with the results Roodman got when fitting his model to French per capita GDP. Every observation after 1870 was below the model's predicted median, and most lay between the 20th and 35th percentiles. The model was consistently surprised at the slow pace of progress.

The simplest way of extending Roodman's model to frontier countries implies they should grow super-exponentially.

Roodman's model implies that GWP should grow super-exponentially but does not say how the extent to which this growth results from frontier vs catch-up growth should change over time.

The simplest answer seems to be that both frontier and catch-up growth is super-exponential. The same story that explains the possibility of super-exponential growth for the total world economy - namely increasing returns to endogenous factors including technology - could also be applied to those countries at the frontier. If frontier countries invested their resources in helping others catch up we might expect something different. But on the realistic assumption that they invest in their own growth, it seems to me like the story motivating Roodman's model would predict super-exponential growth at the frontier.

The lack of frontier super-exponential growth is especially surprising given that frontier countries have been significantly increasing their proportional spend on R&D. Roodman's model assumes that a constant fraction of resources are invested and predicts super-exponential growth. How much more surprising that we see only constant growth at the frontier when the fraction of resources spent on R&D is increasing? The expansion of the size of the frontier (e.g. to include Japan), increasing the resources spent on frontier R&D even further, strengthens this point.

Response: deny the frontier should experience smooth super-exponential growth

A natural response is to posit a more complex relationship between frontier and catch-up growth. You could suggest that while GWP as a whole grows at a fairly smooth super-exponential rate, progress at the frontier comes in spurts. The cause of GWP's smooth increase alternates between spurts of progress at the frontier and catch-up growth. The cause of this uneven progress on the frontier might be an uneven technological landscape, where some advances unlock many others in quick succession but there are periods where progress temporarily slows.

I think that accepting this response should increase our skepticism about the precise predictions of Roodman's model, moving us from the explosive-growth story towards the ignorance story. It would be a surprising coincidence if GWP follows a predictable super-exponential curve despite frontier growth being the result of a hard-to-anticipate and uneven technological landscape. So, for all we know, the next spurt of frontier progress may not happen for a long time, or perhaps ever.

So what?

Again, this objection may not move you much if you explain the slowdown via the demographic transition. The recent data would not undermine the belief that super-exponential growth will occur if we get sufficiently substitutable AI.

If you are more agnostic, this will provide a stronger reason to doubt whether explosive growth will occur. The length of the slowdown suggests a structural break has occurred, and the super-exponential trend has finished (at least temporarily). Still, without an explanation for why growth increased in the past, we should not rule out more increases in the future. 120 years of exponential growth, after centuries of increasing growth rates, suggests agnosticism about whether growth will increase again in the next 80 years.

Long-run explosive models don’t anchor predictions to current growth levels

Objection: The models predicting explosive growth within a few decades typically expect growth to already be very high. For example, the median prediction of Roodman’s model for 2020 growth is 7%. Its predictions aren’t anchored sufficiently closely to recent growth. I analyze this problem in more detail in an appendix.

Response: I developed a variant of Roodman’s model that is less theoretically principled but models a correlation between growth in adjacent periods. This ‘growth differences’ model anchors its predictions about future growth to the current GWP growth rate of 3%.

The model’s median predicted year for explosive growth is 2082 (Roodman: 2043), a delay of about 40 years; its 80% confidence interval is [2035, 2870] (Roodman: 2034, 2065). This suggests that adjusting for this problem delays explosive growth but still leaves a significant probability of explosive growth by 2100. Explanation of the model I developed.

I find this model most useful as an ‘outside-view’ that projects GWP based solely off past data, without taking into account specific hypotheses like ‘the demographic transition ended the period of super-exponential growth’, or ‘we’d only expect to see super-exponential growth again once advanced AI is developed’. If we embrace specific inside-view stories like these, we’d want to make adjustments to the model’s predictions. (For the examples given, we’d want to further delay the predicted dates of explosive growth based on how far we are from AI that’s sufficiently advanced to boost the growth rate.)

How might we adjust the model’s predictions further based on our beliefs about AI timelines?

Suppose you think it will be (e.g.) three decades before we have AI systems that allow us to increase the rate of growth (systems before this point might have ‘level effects’ but not noticeably impact growth). You could make a further adjustment by assuming we’ll continue on our current growth trajectory for three decades, and then growth will change as shown in the graph. In other words, you’d delay your median predicted year for explosive growth by another 30 years to about 2110. However, you’ll still assign some probability to explosive growth occurring by the end of the century.

I plotted the 10th, 50th, and 90th percentiles over GWP from three methods:

- Surveying economists about GWP/capita and combining their answers with UN population projections to forecast GWP (−−−−−−−−).
- Fitting David Roodman’s growth model (114) to long-run historical GWP data (−−−−−).
- Fitting my variant on Roodman’s model to long-run GWP data (−−−−−−).

Surveying economists about GWP/capita and combining their answers with UN population projections to forecast GWP (−−−−−−−−).
- Fitting David Roodman’s growth model (114) to long-run historical GWP data (−−−−−−).
- Fitting my variant on Roodman’s model to long-run GWP data (−−−−−−).
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I am currently inclined to trust the projections somewhere in between growth differences and Roodman’s model if we develop highly substitutable AI systems (though I don’t think any model is a reliable guide to growth in this scenario), and the projections of the standard story if we don’t.

See code producing these plots at the bottom of this notebook. (If the link doesn’t work, the colab file can be found in this colab folder.)

Long-run explosive models don’t discount pre-modern data

Objection: For example, Roodman’s model downweights ancient data points for their uncertainty, but does not additionally downweight them on the basis that they are less relevant to our current growth regime. But more recent data is more likely to be relevant because the underlying dynamics of growth may have changed.

Response: My ‘growth-differences’ model allows the user to specify the rate at which ancient data points are discounted. For my preferred discount rate, this delays explosive growth by another 15 years to ~2090; it still assigns a 10% chance of explosive growth by 2040. Adjusting for this problem delays explosive growth further but leaves a significant probability of explosive growth by 2100. Again, if you think AI won’t start to affect growth for several decades, you would need to delay your median projection further (see more).

I also perform a sensitivity analysis on the effects of removing pre-modern data points. I find that the prediction of explosive growth by 2100 is robust to removing data points before 1300, but not to removing data points before 1600 (see more).

Long-run explosive models don’t seem to apply to the time before the agricultural revolution; why expect them to apply to a growth regime in the future?

Summary of objection: Roodman (2020) does the most sophisticated analysis on the fit of his model to data before 10,000 BCE. He finds that if he fits his model to data from 1 million years ago to the modern day, the estimated model is not a good fit to the data series. It confidently predicts that civilization will collapse within the first few 100,000 years, with a 98% chance of eventual collapse. Given that Roodman’s model did not describe a previous era - that of hunter gatherers - we should not trust its predictions about a future era of supposed explosive growth.

Response: I think this objection might potentially justify agnosticism about explosive growth, but it doesn’t confidence that it will not occur.

Let’s distinguish between three attitudes towards explosive growth:

1. Confidence that explosive growth will occur (explosive growth story).
2. Ignorance about whether explosive growth will occur (ignorance story).
3. Confidence that explosive growth won’t occur (standard story).

I think that, at most, this objection might move you from Attitude 1 towards Attitude 2. It’s not an argument for Attitude 3. The objection provides a reason to doubt the predictions of Roodman’s model, but doesn’t provide any specific reason to rule out explosive growth.

I personally regard this objection as only a weak argument against Attitude 1. This is because a key part of technological progress, the driver to super-exponential growth, is the ability for new ideas to spread throughout society. But human societies with natural language only developed 50,000 - 150,000 years ago. So we wouldn’t expect Roodman’s model to be accurate before this point. As Roodman points out:

Through language, humans could share ideas more efficiently and flexibly than any organism before. Arguably, it was then that technology took on its modern, alchemical character as a force in economic development. Before, hominins had developed important technologies such as handaxes. But it is not obvious that those intellectual mutations spread or evolved any faster than the descendants of those who wrought them. After, innovations could diffuse through natural language, the first new medium of arbitrary expressiveness on Earth since DNA.

In addition, humans couldn’t accumulate capital until we became sedentary. This happened around the neolithic era, giving another reason to think growth dynamics would be different before 10,000 BCE.

Appendix B: Constant exponential growth is a knife-edge condition in many growth models

The growth literature has found it very difficult to find a satisfactory theoretical explanation for why long-term growth would be exponential, despite decades of effort. In many endogenous growth models, long-run growth is only exponential under knife-edge conditions. This means that constant exponential growth only occurs when some parameter is exactly equal to some value; the smallest disturbance in this parameter leads to a completely different long-run behavior, with growth either going to infinity or to 0. Further, it seems that these knife-edge conditions are problematic: there’s no particular reason to expect the parameter to have the precise value that leads to constant exponential growth.

I argue the best candidates for addressing this problem are semi-endogenous models. Here the ‘knife-edge condition’ is merely that the population grows exponentially. For this and other reasons discussed in this section, I place more weight on semi-endogenous models (~75%) than on any other models in explaining the recent trend of exponential growth.
The UN forecast that population growth will slow over the 21st century. When you plug this assumption into semi-endogenous growth models, they predict that GDP/capita growth will slow. This raises my probability that 21st century growth will be sub-exponential. The difficulty of finding a non-knife edge explanation of exponential growth also raises my credence that the pattern of exponential growth is a transitional rather than the beginning of a steady state regime. Nonetheless, I still assign substantial probability (~20%) that there is some mechanism generating exponential growth that will continue to function until 2100, although I’m not sure what it would be.

The rest of this section is as follows:

- I explain my intuitive understanding of the claim that constant exponential growth is an unmotivated knife-edge condition (here).
- I review the knife-edge conditions in a number of endogenous growth models (here).
  - This section also makes some other objections to certain models, explaining my preference for semi-endogenous models.
- I briefly review the sub literature that claims that a very large class of models have knife-edge conditions for exponential growth (here).
- I discuss a recent model that claims to produce exponential growth without knife-edge condition (here).

### An intuitive explanation for why exponential growth might be a knife-edge condition in endogenous growth models

Let’s focus on the endogenous factor of technology. Assume that we invest a constant fraction of output into technology R&D. This investment causes the level of technology to improve by a certain percentage each year. We’re interested in how this percentage changes over time, as technology advances. In other words, we’re interested in how the rate of technological progress changes over time, with this progress measured as a percentage.

As technology improves, there are (at least) two things that might affect the rate of future progress. Firstly, in the future there may be less low hanging fruit as we have made all the easy technological discoveries and only difficult ones remain. Call this the *fishing out* effect. Secondly, we can use the new technology in our future research, increasing the effectiveness of future R&D efforts (e.g. use of the internet). Call this the *standing on shoulders* effect.

These two effects point in opposite directions but there is no reason to expect them to cancel out exactly. The *fishing out* effect relates to the landscape of technological discoveries, and how quickly the easy discoveries dry up; the *standing on shoulders* effect relates to the extent to which we can harness new technologies to improve the process of R&D. The two effects relate to very different things. So by default, we should expect these factors not to cancel out exactly. And so we should expect the rate of technological progress to either speed up or to slow, depending on which effect is more powerful. But there’s no reason to think that the rate of progress should stay exactly constant over time. This would be like giving one tennis player a broken arm and their opponent a broken leg, and expecting the two effects to cancel out exactly.

More nuanced models add additional factors that influence the rate of technological progress (e.g. the ‘stepping on toes effect’). But these additional factors don’t make it any more plausible that everything should cancel out and growth should be exponential.

The conclusion of this line of thinking is that, theoretically speaking, we shouldn’t expect technology to grow exponentially.

A similar argument can be applied to output as a whole, rather than just technology. Consider a growth model where all inputs are endogenous. The intuition behind the argument is that some factors suggest growth should increase over time, other factors suggest growth should slow over time; further, there’s no particular reason to expect these factors to cancel out exactly. So we should expect growth to either slow down, or speed up over time.

More precisely, we’re interested in the percentage increase in the total output each year. We want to know how this percentage changes over time as total output increases. There are again (at least) two effects relevant to this question.

The first effect is that, as the endogenous inputs to production increase over time, they become harder to increase by a fixed percentage. This is true because: i) a fixed percentage is an increasingly large absolute amount, ii) there may be diminishing marginal returns to efforts to improve the factor, and iii) because of other complex factors. If inputs are harder to increase by a fixed percentage, then output as a whole is also harder to increase by a fixed percentage. Let’s call this effect *percentage improvements become harder*; it roughly corresponds to the *fishing out* effect in the previous section.

The second effect is that, as the endogenous inputs increase, we have more resources to invest in increasing the inputs. This increased investment allows greater absolute increases to be made to the inputs, and so to output as a whole. Call this effect *greater investment*; it corresponds to the *standing on shoulders* effect from the previous section.

Again, these two effects point in opposite directions. The *percentage improvements become harder* effect suggests growth will slow over time, the *greater investment* effect suggests that growth will increase. Again, I know of no reason to think these effects should *exactly* cancel out.128 If they don’t cancel, growth won’t be exponential.

To be clear, I do not think that this intuitive argument is itself sufficient to establish that exponential growth is a knife-edge condition and highly surprising. I include because it generalizes the specific argument I make below in the context of specific models.

### Knife-edges in popular endogenous growth models

Most endogenous growth models can be broadly divided into two camps: accumulation based models and idea-based models. In the former, the ultimate source of growth in GDP/capita is the accumulation of physical or human capital. In the latter, the ultimate source of growth is targeted R&D leading to technological progress; although there is capital accumulation, it isn’t the ultimate source of growth.

I will discuss the knife-edge conditions in popular growth models of both types. I think the knife-edge conditions are more problematic in the idea-based models; although accumulation based models face further objections.

Very little of the content here is original; knife-edge critiques of endogenous models are discussed in Cesaroni (2008) 209, Jones (1999) 18, and Jones (2000) 19. The problem is often discussed with different terminology, referring to the difficulty of avoiding ‘scale effects’ or the ‘linearity critique’ of endogenous growth models. I expect all economists familiar with endogenous growth models will be aware that knife-edge assumptions are typically needed for constant exponential growth. I expect most of them won’t draw my conclusion: that the best account that avoids knife-edge conditions implies that 21st century growth will be sub-exponential.

One strong objection to accumulation based models that I don’t discuss in this report on is their tension with growth accounting exercises, e.g. Fernald and Jones (2014) 14. These empirical exercises decompose growth into its constituent parts, and typically find that TFP growth accounts for the majority of growth rather than the accumulation of physical or human capital. I think this gives us a good reason to prefer idea-based models.

### Accumulation based models

Perhaps the most standard mechanism for growth here is the accumulation of physical capital. This is the strategy of the AK model, and variants thereof. I’ll start by discussing the model of Frankel (1962) and the variant proposed by Arrow (1962). Then I’ll briefly comment on some other capital
The second mechanism is that capital accumulation
\[ \dot{B} = \mu \cdot K \]
\[ \gamma (1 - \alpha) \]
do imply that this scenario would lead to explosive growth.)
\[ (\frac{K}{L})^\gamma \]

Frankel assumes \( \gamma = 1 \). In other words, labor augmenting technology is the capital per worker. Twice as much capital per worker makes workers twice as productive. With this assumption production is simply:
\[ Y = AK \]

Here and in all other models in this section, I assume the standard reinvestment equation for capital: 
\[ \dot{K} = sY - \delta K \]
This implies that growth is exponential.

The knife-edge condition is \( \gamma = 1 \). To simplify the analysis, assume \( L \) is constant. If \( \gamma > 1 \), there are increasing returns to \( K \) and \( Y \) goes to infinity in finite time. If \( \gamma < 1 \), there are diminishing returns to \( K \) and growth tends to 0.

Is this knife-edge condition problematic? I think so. It claims that doubling the amount of capital per worker exactly doubles the productivity per worker. But why not think it would increase productivity by a factor of 1.9, or 2.1?

The problem becomes more acute when we realize that there are two distinct mechanisms by which capital accumulation increases labor productivity. The first is that each worker has more machinery to work with, increasing their productivity. The second mechanism is that capital accumulation leads to new technologies via the process of ‘learning by doing’. These improvements have spillover effects as new technologies can be adopted by all firms. But it is mysterious why these two very different mechanisms should combine such that \( \gamma = 1 \) exactly. If the spillover effects were ever so slightly bigger or smaller, or if the benefits of having more machinery were ever so slightly bigger or smaller, growth would go to 0 or infinity rather than being constant.

Robert Solow comments, on this topic, ‘This version of the endogenous-growth model is very unrobust. It can not survive without exactly constant returns to capital. But you would have to believe in the tooth fairy to expect that kind of luck.’

In support of this comment, I argue in this technical appendix that even the constancy of 20th century growth wouldn’t convince us that long-run growth would be constant if we believed that Frankel’s growth model was literally correct.

There is another problem with Frankel’s AK model. In order to get constant returns to capital accumulation, but avoid increasing returns to capital and labor in combination, the model removes the effect of labor on output entirely. The seemingly absurd implication is that adding more workers won’t increase output. A defense might be that the model is intended for a simplified setting where labor is constant. If so, then the model doesn’t seem to be appropriate for explaining the recent period of growth, during which there has been significant population growth.

One last thing to note about this AK model is that if there is any capital augmenting technological progress (e.g. an increase in \( A \)), this will increase growth.

Arrow (1962)

Arrow (1962) develops a similar AK model. His definition of labor augmenting technology depends on the total capital accumulated rather than the capital accumulated per person.
\[ B = K^\gamma \]

This leads to:
\[ Y = AK^{\gamma} (BL)^{1 - \alpha} = AK^\mu L^{1 - \alpha} \]

with \( \mu = \gamma (1 - \alpha) < 1 \).

This model does not, in my view, have a problematic knife-edge. However, it does imply that growth will be sub-exponential over the 21st century.

The growth rate of \( y = Y/L \) turns out to be:
\[ g_y = gL \left( \frac{\gamma}{1 - \gamma} \right) \]

If the labor force doesn’t grow, then neither will GDP/capita. This prediction is not actually falsified by observation, as the population has grown continuously since the industrial revolution. In fact, I think that exponential population growth is the most plausible root explanation for the historical observed pattern of exponential growth.

This model is structurally very similar to the semi-endogenous model developed by Jones that I discuss later. In both models, the ultimate driver of exponential income growth is exponential growth in labor. Both models imply that growth over the 21st century will be sub-exponential, as population growth is expected to slow.

(A quick aside: if capital were perfectly substitutable with labor - the AI robot scenario - then this model predicts explosive growth. In this scenario, capital can play the same role as labor in production and so, if AI robots are cheaper than human labor, the model will ultimately approximate: \( Y = AK^{\mu \gamma (1 - \alpha)} \). There are increasing returns to capital accumulation and so super-exponential growth. This is just to demonstrate that some accumulation models do imply that this scenario would lead to explosive growth.)
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Jones and Manuelli (1990) develop a model in returns to capital fall, but rather than falling to 0 as in most models falls to a constant and then stays at that constant. This means that capital accumulation is sufficient for sustained growth. Growth from capital accumulation will be sub-exponential as the returns to capital diminish towards the constant, and afterwards it will be exponential.

For this model to explain the recent period of exponential growth, then, it must claim that returns to capital have long ago diminished to their lowest possible value, and are now constant. Intuitively, this claim doesn’t seem plausible: returns to capital would diminish further if we equipped every worker with the highest quality equipment possible. Putting that aside though, the model in essence behaves the same way as AK in the regime where returns to capital are constant. So the same problems we saw above will apply.

Indeed, the knife-edge analogous to the one considered above applies. In the limit where returns to capital are constant we have:

$$\frac{dY}{dK} = K^\varphi$$

with $\varphi = 0$. If $\varphi > 0$, growth from capital accumulation is super-exponential; if $\varphi < 0$, growth goes to 0. We can ask why $\varphi = 0$. The value of $\varphi$ is again plausibly the product of two mechanisms: additional capital can be used directly to produce more output; accumulating capital involves some ‘learning by doing’ and produces new technologies that can be copied by others. I can see no reason for these two mechanisms to lead to exactly constant returns. Ultimately, I think Jones and Manuelli (1990) faces the same objections as the AK model; its main advantage is that it formally acknowledges diminishing returns to capital (though not during the regime where exponential growth is occurring).

Another way capital accumulation can lead to sustained growth is by using a CES production function where the elasticity of substitution between capital and labor is above 1. In this case, as with Jones and Manuelli, the returns to capital diminish initially and then approach some constant. While the returns are diminishing, growth from capital accumulation is sub-exponential; in the limit where these returns are constant, growth from capital accumulation is exponential. In the limit the model faces the same ‘knife-edge objection’ as Jones and Manuelli (1990). Why would the direct and spillover effects of capital accumulation net out at exactly constant returns?

There is another problem for the CES production function approach. In the limit where growth is exponential, the capital share is 1. The capital share has been around 0.3 for the last 50 years (although it has recently increased somewhat), so this model wouldn’t offer a good explanation of the recent period of exponential growth.

### Human capital accumulation

Lucas (1988) suggests the ultimate driver of growth is not physical but human capital. The model is as follows:

$$Y = AK^\alpha(\ell hL)^{1-\alpha}$$

$$\dot{h} = \phi h(1 - \ell)$$

where $h$ is human capital per person, $\ell$ is the proportion of time spent working, $1 - \ell$ is the proportion of time spent increasing $h$, $\varphi$ is a constant, and $A$ is a constant.

The knife-edge here is that $\dot{h} = \text{constant} \times h^\varphi$ with $\varphi = 1$ exactly. If $\varphi < 1$, there would be diminishing returns to human capital accumulation and growth would fizzle out; if $\varphi > 1$ growth would go to infinity in finite time.

Is this knife-edge problematic? Again, I think so. There are two possible interpretations of $h$. I think the condition is problematic in both cases.

The first interpretation is that $h$ is the knowledge and skills of an individual agent; $1 - \ell$ is the proportion of their time they spend studying. Here, the knife-edge $\varphi = 1$ means that if you know twice as much, you can learn and teach exactly twice as quickly. But why not think it allows me to learn only 1.9 times as quickly, or 2.1 times as quickly? Why is my learning speed exactly proportional to my knowledge? As with physical capital, there are both direct and spillover benefits of increasing $h$. The direct benefit is that I leverage my knowledge and skills to learn more effectively in the future. The spillover effect is that others may copy my discoveries and knowledge; this can help their future learning. It is again problematic that these two distinct effects combine to give $\varphi = 1$ exactly.

There’s another problem with this first interpretation. In addition, our minds and capabilities are limited by our finite minds and lifespans. Our knowledge and skills can’t grow exponentially without limit, but ultimately hit diminishing returns.

The second interpretation is that $h$ represents all the accumulated technical and scientific knowledge of humanity; $1 - \ell$ is the proportion of people who are scientists. $\varphi = 0$ would mean that each absolute increase in knowledge was equally difficult. $\varphi = 1$ means that if humanity knows twice as much, an absolute increase in our knowledge becomes exactly twice as easy to achieve. This is a very particular degree of increasing returns. There are (at least) two relevant effects. If we know more, then perhaps we’ve made all the easy discoveries and new ideas will be harder to find (‘fishing out’). Or perhaps our knowledge will make our future learning more effective (‘standing on shoulders’). I see no reason to think these forces should net out so that $\varphi = 1$ exactly.

The second interpretation faces another severe problem: the rate of knowledge discovery $\dot{h}$ depends on the fraction of people who are scientists but not the absolute number. If we alter this so that $\dot{h}$ increases with $L$, then (still assuming $\varphi = 1$), an exponentially growing population would lead to an exponentially increasing growth rate.

(A quick aside: if capital were perfectly substitutable with labor - the AI robot scenario - then this model would display constant returns to accumulable inputs $L$ and $K$. If $h$ - which would then be interpreted as ‘AI robot capital’ rather than ‘human capital’ – continues to increase, then output will grow super-exponentially. This is again to demonstrate that some accumulation models do imply that this scenario would lead to explosive growth. However, if the model was adjusted to include a fixed factor so that there were slightly diminishing returns to capital and labor, then AI robots would not lead to explosive growth. Instead it would lead to a one-off step-change in growth rates, assuming that $h$ continued to grow exponentially.)

### Idea-based models

I’ve argued that some central capital accumulation and human accumulation models don’t provide compelling explanations of the observed pattern of exponential growth, partly because they make problematic knife-edge assumptions.
One general drawback of accumulation-based models is that they don’t directly engage with what seems to be an important part of the rise in living standards over the last 100 years: discovery of new ideas through targeted R&D. Private and public bodies spend trillions of dollars each year on developing and implementing new technologies and designs that are non-rival and can eventually be adopted by others.

Idea-based models represent this process explicitly, and see it as the ultimate source of growth. Whereas accumulation models emphasize that growth involves increasing the number of physical machines and gadgets per person (perhaps with technological progress as a side-effect), idea-based models emphasize that it involves purposely developing new (non-rival) designs for machines, gadgets, and other technologies.

This section is heavily based on Jones (1999). I simply pull out of relevant points.

Jones groups idea-based models into three camps based on important structural similarities between them:

1. \( R / GH / AH \)
   - These are from Romer (1990) [29], Grossman and Helpman (1991) [30] and Aghion and Howitt (1992) [31]. The knife-edge condition here is to assume a particular degree of increasing returns to R&D effort. This is equivalent to the assumption that \( \varphi = 1 \) in the Lucas (1988) [32] model discussed just above.

2. \( Y / P / AH / DT \)
   - These are from Young (1998) [33], Peretto (1998) [34], Aghion and Howitt (1998 Chapter 12) [35], and Dinopoulou and Thompson (1998) [36]. There are two knife-edge conditions. First, assuming a particular degree of increasing returns to R&D effort exactly as \( R / GH / AH \) do. Secondly, assuming that the number of product lines grows in proportion to the population.

3. \( J / K / S \)
   - These are from Jones (1995) [37], Kortum (1997) [38] and Segerstrom (1998) [39]. These are known as semi-endogenous growth models.
   - The knife-edge condition is that there’s exactly exponential growth in the number of workers.

I think the knife-edge conditions for exponential growth for \( R / GH / AH \) and \( Y / P / AH / DT \) models are just as problematic, if not more problematic, than those for accumulation based models discussed above.

For semi-endogenous models (\( J / K / S \)), the knife-edge condition is much less problematic. Indeed we know empirically population growth has been roughly exponential over the last 100 years. However, this will not continue until 2100. The UN projects that population growth will slow; \( J / K / S \) semi-endogenous models imply GDP/capita growth will slow as a result.

**\( R / GH / AH \) models**

Output is given by:

\[
Y = A^\sigma K^\alpha L_Y^{1-\alpha}
\]

\( L_Y \) is the number of workers in goods production. There are constant returns to \( K \) and \( L_Y \), and increasing returns to \( K, L_Y \) and \( A \).

New ideas are produced via:

\[
\dot{A} = \delta A^\delta L_A
\]

for some constant \( \delta \). \( L_A \) is the number of workers in knowledge production. A constant fraction of people do research: \( L_A = f L, L_A + L_Y = L \).

The knife-edge assumption is \( \varphi = 1 \). If \( \varphi \neq 1 \), then growth over time either goes to 0 or infinity, as in the above examples. To repeat my comments on Lucas (1988): there are (at least) two relevant mechanisms affecting \( \varphi \). If \( A \) is larger, then perhaps we’ve made all the easy discoveries and new ideas will be harder to find (‘fishing out’). This suggests lower value of \( \varphi \). Conversely, perhaps we can leverage our knowledge to make our future learning more effective (‘standing on shoulders’). I see no reason to think these forces should net out so that \( \varphi = 1 \) exactly.

**\( Y / GH / AH \) models**

\[
Y = NZ^\tau K^\alpha L_Y^{1-\alpha}
\]

where \( N \) is the number of product lines and \( Z \) is the average level of technology per product line.

The number of products increases with the size of the total population:

\[
N = L^\beta
\]

The rate of technological progress depends on the number of researchers per product line:

\[
\dot{Z} = \delta Z^\varphi \frac{L}{N} = \delta Z^\varphi L_A^{-1-\beta}
\]

It turns out that exponential growth relies on two knife-edge conditions in this model: \( \beta = 1 \) and \( \varphi = 1 \).

If \( \varphi \neq 1 \), then growth over time either goes to 0 or infinity, as above. And again, the assumption that \( \varphi = 1 \) involves a very specific degree of increasing returns to knowledge accumulation despite plausible mechanisms pointing in different directions (‘fishing out’ and ‘standing on shoulders’).

If \( \beta \neq 1 \), the number of researchers per firm changes over time, and this changes the growth rate.

**\( J / K / S \) models**

We can represent these models as:

\[
Y = A^\sigma K^\alpha L_Y^{1-\alpha}
\]
with \( n > 1 \), \( \varphi < 1 \) and \( \lambda < 1 \). as before, we assume that a constant fraction of people do research: \( L_A = nL, L_A + L_Y = L \).

The exponential growth in \( L \) drives exponential growth in \( A \): \( \varphi < 1 \) implies each new % increase in \( A \) requires more effort than the last, but exponentially growing labor is able to meet this requirement. Exponential growth in \( A \) then drives exponential growth in \( Y \) and \( K \) and thus of GDP/capita.

Often \( L \) is made exogenous, but Jones (1997) \( ^{[53]} \) makes it endogenous, using fertility equations such that population growth tends to a positive constant in the long-run.

The knife-edge condition here is the exponential growth of labor: \( \dot{L} = nL\varphi \) and \( \varphi = 1 \) exactly.

Jones (1997) \( ^{[53]} \) justifies this by appealing to biology: ‘it is a biological fact of nature that people reproduce in proportion to their number’. Indeed, population growth was positive throughout the 20th century for the world as a whole \( ^{[49]} \) or for the US \( ^{[25]} \). So it does seem that the model matches the rough pattern of 20th century growth.

Population growth fell over the 20th century \( ^{[141]} \) if there was no lag between research effort and productivity improvements, perhaps this theory implies we should have seen a more noticeable slowdown in frontier GDP/capita growth as a result. However, some lag is realistic, and there does seem to have been such a growth slowdown since 2000. In addition, numerous factors may have offset slowing population growth: increases in the fraction of people doing R&D, more countries on the economic frontier (and so a higher fraction of scientists doing R&D pushing forward that frontier), increased job access for women and people of color (reduced misallocation), increased educational attainment, and possibly random fluctuations in the economic returns to R&D (e.g. the IT boom).

Growth accounting exercises suggest that these other factors are significant. Fernald and Jones (2014) \( ^{[54]} \) suggest that the growing fraction of people doing R&D accounts for 58% of the growth since 1950, and education improvements account for 20%. Hsieh et al. (2013) \( ^{[70]} \) estimates that improvement in talent allocation can account for more than 20% of income increases since 1950.

Given these other factors, the juxtaposition of slowing population growth and steady income growth during the 20th century is only weak evidence against semi-endogenous growth theories. (Indeed, high quality empirical evidence on growth theories is very hard to come by.)

Overall, it seems that semi-endogenous growth theory does a good job of explaining the general pattern of 20th century growth and that it’s hard to adjudicate beyond this point due to the effects of numerous other important factors \( ^{[142]} \).

What does semi-endogenous growth theory imply about 21st century growth? It’s The UN population projections \( ^{[25]} \) - which have a fairly good track record - over the 21st century imply that population growth will slow significantly. In addition, the historical growth of the fraction of people doing R&D cannot be maintained indefinitely, as it is bounded below 1. Both these trends, the slowing of population growth and the slowing growth of the fraction of researchers, imply that the growth of the number of researchers will slow. When you plug this into semi-endogenous growth theory, it predicts that the GDP/capita growth rate will also slow.

Where does this prediction come from? Semi-endogenous models imply each % increase in GDP/capita requires more research than the last. If the number of researchers is constant, each % increase in GDP/capita will take longer to achieve and growth will slow. If the number of researchers does grow, but at an ever slower rate, the model still predicts that GDP/capita growth will slow.

Jones draws just this implication himself in Jones (2020) \( ^{[56]} \); Fernald and Jones (2014) \( ^{[54]} \) discuss how slowing growth in educational achievement and the fraction of workers doing R&D, as well as population, might slow future GDP/capita growth. Kruse-Andersen (2017) \( ^{[70]} \) projects growth out to 2100 with a semi-endogenous model and predicts average GDP/capita growth of 0.45%, without even taking into account slowing population growth.

So \( J/K/S \) theories offer plausible explanations of 20th century exponential growth and ultimately suggest that 21st century growth will be sub-exponential \( ^{[143]} \).

Additional knife-edges in \( J/K/S \) models?

\( J/K/S \) models make use of the ‘knife-edge’ claim that the number of researchers has grown exponentially. I argued that this is not problematic for explaining the past as the empirical evidence shows that the assumption is approximately true.

But it could be argued that the power-law structure of \( J/K/S \) models is an additional knife-edge. Consider the knowledge production:

\[
\dot{A} = \delta L_A^\lambda A^\varphi
\]

The model assumes that \( \varphi \) is constant over time. If \( \varphi \) rose as \( A \) increased, then exponential growth in researchers would lead to super-exponential growth. If \( \varphi \) fell as \( A \) increased, then exponential growth in researchers would lead to sub-exponential growth.

To explain sustained exponential growth, \( J/K/S \) must assume that \( \varphi \) is constant over time, or at least asymptotes towards some value.

In my mind, this knife-edge is considerably less problematic than those of other models considered.

Firstly, a small deviation from the assumption does not cause growth to tend to 0 or infinity. If \( \varphi \) changes slightly over time, the rate of exponential growth will vary but it will not tend to 0 or infinity. For this to happen, \( \varphi \) would have to increase enough to exceed 1 (growth then tends to infinity) or decrease without bound (growth then tends to 0). But both these trajectories for \( \varphi \) are extreme, and so there is a vast region of possibilities where growth remains positive but bounded. I.e. a less idealized model might claim that \( \varphi \) varies over time but typically stays within some region (e.g. -3 \( \leq \varphi \leq 1 \)). This broad assumption avoids extreme growth outcomes.

Secondly, all the endogenous models considered in this section use some sort of power-law structure like the \( J/K/S \) model. They are all guilty of some ‘knife-edge’ assumption equivalent to assuming that \( \varphi \) is constant over time. However, the other models in the section additionally assume that the power takes a particular value. In addition to assuming that \( \varphi \) is constant over time, they assume that \( \varphi \) takes a particular value. And I’ve argued that the particular value chosen is without good justification, and that changing that value ever so slightly would cause growth to go to 0 or infinity.
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An economic sub-literature claims constant exponential growth is a knife-edge condition in a wide class of growth models

Growiec (2007) proves\(^ {144} \) that:

> Steady-state growth... necessarily requires some knife-edge condition which is not satisfied by typical parameter values. Hence, balanced growth paths are fragile and sensitive to the smallest disturbances in parameter values. Adding higher order differential/difference equations to a model does not change the knife-edge character of steady-state growth.

It generalizes the proof of Christiaans (2004)\(^ {23} \), which applies to a more restricted setting.

My own view is that these proofs suggest that knife-edge problems are generic and hard to avoid, but do not establish that the knife-edge conditions of all models are problematic. Growiec has agreed with me on this point in private discussions, and in fact helped me understand why.

The reason is that not all knife-edges are problematic. Here are a few examples:

- It’s plausible that there are constant returns to labor, capital, and land taken together, holding technology constant. This is supported by a thought experiment. Double the number of factories, the equipment inside them, and the workers in them; this should double output as you can make twice as much of each item. If this was the same knife-edge that was required for exponential growth, it would be less problematic than the knife-edges considered above (which roughly speaking requires constant returns to capital and technology holding labor constant).
- Galor and Weil (2000) use a negative feedback loop to explain exponential growth. The more people there are, the more R&D effort there is and the faster the economy grows. In addition, when growth is faster people have fewer kids, instead focusing on education. This leads to the following dynamic: higher growth $\rightarrow$ lower fertility $\rightarrow$ lower growth. And conversely: lower growth $\rightarrow$ higher fertility $\rightarrow$ higher growth. This negative feedback loop stabilizes growth. It doesn’t involve any problematic knife-edge conditions, even though the theory satisfies the axioms of Growiec (2007). I don’t find this particular story convincing, as I trust the UN forecast that fertility will indeed fall over the century. Nonetheless, it is an existence proof of a theory without a problematic knife-edge condition.
- There may be an alternative framework in which the ‘knife-edge’ case occurs for a thick set of parameter values. Indeed I discuss an attempt to do this for Y / GH / AH models in the next section, though I know of no other explicit attempts to do this.
- The knife-edge may not be problematic at all if it involves the introduction of a completed new unwarranted term to the equations.\(^ {145} \) Some of the knife-edges discussed above involved introduced a new exponent $\varphi$ that was implicitly set to 1 in the original model. How problematic the knife-edge is depends on whether the new class of theories introduced is a natural extension of the original. In other words, are other values of $\varphi$ plausible, or is $\varphi = 1$ a privileged case that we can expect to hold exactly? I argued that other values are plausible on a case by case basis above. But this is a matter of judgement; more of an art than a science.\(^ {146} \)

Might market dynamics eliminate the need for a knife-edge condition?

In the ambitious 2020 paper Robust Endogenous Growth\(^ {21} \), Peretto outlines a fully endogenous growth model that (he claims) achieves constant growth in equilibrium without knife-edge conditions. I consider the paper to be a significant technical contribution, and a very impressive attempt to meet the knife-edge challenge. However, I doubt that is ultimately successful.

The mechanism for achieving stable growth is somewhat complex - indeed the model as a whole is extremely complex (though well-explained). Very briefly, the economy is split into $N$ firms, and the average quality of technology at a firm is denoted by $Z$. $N$ increases when individuals decide to invest in creating new firms, $Z$ increases when individuals decide to invest in improving their firm’s technological level. These decisions are all made to maximize individual profit.

There are increasing returns to investment in $Z$. This means that if $N$ were held fixed and a constant share of output were invested in increasing $Z$ then growth would explode (going to infinity in finite time). In this sense, the system has explosive potential.

However, this explosive potential is curbed by the creation of new firms. Once new firms are created, subsequent investment in $Z$ is diluted, spread out over a greater number of firms, and $Z$ grows more slowly. Creating new firms raises output in the short-term but actually reduces the growth of the economy in the long run.\(^ {147} \)

There are diminishing returns to $N$, so creation of new firms does not lead to explosive growth. We can think of the diminishing returns of $N$ as ‘soaking up’ the excess produced from the increasing returns to $Z$.

I believe that if the growth rate of $N$ was slightly faster or slower then long-run growth would diverge (either be explosive or tend to 0). If so, there should be a robust explanation for why $N$ grows at exactly the rate that it does.

So the key question from the perspective of the knife-edge critique is:

> Why does $N$ grow just fast enough to curb the explosive growth potential of $Z$, but not fast enough to make long-run growth sub-exponential (tending to 0 in the long run)?

Despite studying the paper fairly closely, and it being well explained, I don’t have a fully satisfactory answer to this question. I discuss my best answer in this appendix.

Does the model fulfill its promise of avoiding knife-edge conditions? A recent review article\(^ {21} \) answers with an emphatic ‘yes’, and I couldn’t see any papers disputing this result. However, the paper was only published in 2020, so there has not been much time for scrutiny. Although there seem to be no knife-edge conditions in the production function, it is possible that they are located elsewhere, e.g. in the equations governing firms’ profits. Indeed, in private correspondence Growiec has indicated that he believes there must be a knife-edge condition somewhere that Peretto does not explicitly discuss and may not even be aware of.

My own guess is that a knife-edge is present in the expression for the fixed cost a firm must pay to produce goods. This fixed cost is assumed to be proportional to $Z$, I believe that if it were proportional to $Z^\varphi$ with $\varphi \neq 1$, then growth would either tend to infinity or to 0. If so, $\varphi = 1$ would be a knife-edge condition. Indeed, Peretto confirmed in private correspondence that if instead the fixed cost were proportional to $Z^{0.9}$, the model would not produce exponential growth, and he thought the same was likely true if they were proportional to $Z^{-1}$. Growiec also thought this seemed like a plausible candidate for such a knife-edge condition. However, no-one has worked through the maths to confirm this hypothesis with a high degree of confidence. Further, this ‘knife-edge’ may not be problematic: $\varphi = 1$ may be the only assumption that prevents fixed costs from tending to 0% or 100% of the total costs of production.

Putting the knife-edge issue aside, the model seems to have two implausible problems:
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1. **Problem 1.** Though the model avoids knife-edge conditions, it has a perplexing implication. In particular, like all Schumpeterian growth models, it implies that if no new products were introduced (e.g. because this was made illegal and we invested a constant fraction of output in improving technology) then there would be explosive growth and output would approach infinity in finite time. This means that there is a huge market failure; private incentives to create new companies massively reduce long-run social welfare.

2. **Problem 2.** In addition, it is not clear that market fragmentation happens as much as the model implies. A small number of organizations have large market shares of industries like mass media, pharmaceuticals, meat packing, search engines, chip production, AI research, and social networks. Indeed, in some areas market concentration has been increasing and market concentration is one of the stylized facts of the digital era.

Overall, this impressive paper seems to offer a fully endogenous growth model in which constant growth is not knife-edged. Though I doubt it is ultimately successful, it does identify a mechanism (individual incentives) which can cause an apparent knife-edge to hold in practice. The paper slightly raises my expectation that long-run growth is exponential.

**Conclusion**

It seems that many, and perhaps all, endogenous growth models only display constant exponential growth only under problematic knife-edge conditions that we have little reason to suppose hold exactly. The main exception is semi-endogenous growth models $J/K/S$, but these imply that 21st century growth will be sub-exponential given the projected slowing population growth.

There are a few important takeaways from the perspective of this report:

- Theoretical considerations, combined with the empirical prediction that population growth will slow, implies 21st century growth will not be exponential, but rather sub-exponential.
- The semi-endogenous models that I argue give better explanations for 20th century growth also imply that full automation of goods and knowledge production would lead to explosive growth. In particular, when you add to these models the assumption that capital can substitute for labor, they predict explosive growth. (See the endogenous models discussed here.)
- It’s surprisingly hard to find a robust theoretical explanation of the empirical trend of exponential growth that implies it will continue until 2100. This suggests that exponential may be transitory, rather than a steady state. This in turn should raise our probability that future growth is sub- or super-exponential.

There are three caveats to these conclusions.

Firstly, a very recent endogenous growth model seems to allow for constant growth that does not depend on knife-edge conditions. Although I’m not convinced by the model, it highlights possible mechanisms that could justify a seemingly problematic knife-edge condition in practice.

Secondly, I have not done a review of all growth models. Perhaps an existing endogenous growth model avoids problematic knife-edge conditions and delivers exponential growth. I would be surprised if this is the case as there is a sub-literature on this topic that I’ve read many papers from (linked during this section), and they don’t mention any such model. For example, this review article on knife-edge problems doesn’t mention any such model, and argues that only Peretto’s 2020 paper solves the knife-edge problem.

Thirdly, perhaps there is a mechanism producing exponential growth that growth theorists aren’t aware of. The process of economic growth is extremely complex, and it’s hard to develop and test growth theories. If there is such a mechanism, it may well continue to produce exponential growth until 2100.

Based on these caveats, I still assign ~25% probability to ~2% exponential growth in frontier GDP/capita continuing until 2100, even if there’s sub-exponential growth in population.

**Appendix C: Conditions for super-exponential growth**

This section lays out the equation for various growth models, and the conditions under which super-exponential growth occurs. I don’t make derivations or explain the results. Its purpose is to support some key claims made in the main report.

There are two high-level sections, each of which support a key claim in the main report:

- **Long-run explosive models:**
  - Key claim: Long-run explosive models assume that capital, labor and technology are all accumulable. Even if they include a fixed factor like land, there are increasing returns to accumulable inputs. This leads to super-exponential growth as long unless the diminishing returns to technology R&D are very steep. For a wide range of plausible parameter values, these models predict super-exponential growth.

- **Standard growth models adjusted to study the effects of AI:**
  - Key claim: The basic story is: capital substitutes more effectively for labor → capital becomes more important → larger returns to accumulable inputs → faster growth. In essence, the feedback loop ‘more output → more capital → more output → …’ becomes more powerful and drives faster growth.

I also use this section to evidence my claims about the AI robot scenario, in which AI substitutes perfectly for human labor (the AI robot scenario):

Indeed, plugging this [AI robot] scenario into a range of growth models, you find that super-exponential growth occurs for plausible parameter values, driven by the increased returns to accumulable inputs.

This third claim is evidenced at the bottom of both the high-level sections, here and here.

Lastly, I use this section to evidence one further claim:

This suggests that the demographic transition, not diminishing returns, explains the end of super-exponential growth.

I evidence this final claim here.

**Long-run explosive models**

Long-run explosive models are endogenous growth models fit to long-run GWP that predict explosive growth will occur in a few decades.
Long-run explosive models assume that capital, labor and technology are all accumulable. Even if they include a fixed factor like land, there are increasing returns to accumulable inputs. This leads to super-exponential growth as long unless the diminishing returns to technology R&D are very steep. For a wide range of plausible parameter values, these models predict super-exponential growth.

I support these claims by analysing some long-run explosive models.

Roodman (2020)

I analyze a simplified version of the model.  

The equations for the model:

\[
Y = AK^\alpha L^\beta W^{1-\alpha-\beta} \\
\dot{K} = s_K Y - \delta_K K \\
\dot{L} = s_L Y - \delta_L L \\
\dot{A} = s_A A^\phi Y - \delta_A A
\]

\(A\) is technology, \(K\) is capital, \(L\) is labor; all three of these inputs are accumulable. \(W\) is the constant stock of land (fixed factor), \(\phi\) controls the diminishing return to technology R&D, and \(\delta\) controls the depreciation of the inputs.

There are increasing returns to accumulable inputs. If you double \(A, K\) and \(L\) then \(Y\) more than doubles. (In Cobb Douglas models like this, there are increasing returns to some inputs just when the sum of the exponents of those inputs exceeds 1. In this case 1 + \(\alpha + \beta > 1\).)

A sufficient condition for super-exponential growth (deduced here) is:

\[
\alpha + \beta > \frac{-\phi_A}{1 - \phi_A}
\]

This inequality reflects the claim ‘there’s super-exponential growth if the increasing returns to accumulable factors [\(\alpha + \beta\)] is strong enough to overcome diminishing returns to technological R&D.

If \(\alpha + \beta = 0.9\) (the fixed factor has exponent 0.1) then the condition on \(\phi_A\) is \(\phi_A > -9\). Even the cautionary data of Bloom et al. (2020) suggests \(\phi_A = -3.15\). So there is super-exponential growth for a wide range of plausible parameter values.

Kremer (1993)

I analyze the version of the model in Section 2.  

\[
Y = Ap^\alpha W^{1-\alpha} \\
\dot{A} = \delta A^\phi p^\lambda 
\]

\(A\) is technology, \(p\) is population, \(W\) is the fixed factor land. \(\delta\) is constant, \(\phi\) and \(\lambda\) control the diminishing return to technology R&D.

Kremer assumes GDP/capita is fixed at some Malthusian level \(\bar{y}\):

\[
p = \frac{Y}{\bar{y}}
\]

So larger \(Y\) \(\rightarrow\) larger \(p\): population is accumulable. Further, larger \(Y\) \(\rightarrow\) larger \(p\) \(\rightarrow\) larger \(\dot{A}\): technology is also accumulable. There are increasing returns to accumulable factors: \(1 + \alpha > 1\).

A sufficient condition for super-exponential growth (deduced here):

\[
\alpha > \frac{-\lambda}{1 - \phi} + 1
\]

Again it depends on whether increasing returns to accumulable factors can overcome diminishing returns to technology R&D.

Bloom et al. (2020) derive \(\phi = -2.1\), on the assumption that \(\lambda = 1\). This estimate of \(\phi\) is conservative compared to others. The condition then reduces to \(\alpha > 2/3\). This is plausible given that 1- \(\alpha\) is the exponent on the fixed factor land (157) (To look at it another way, if we added capital to the model \(Y = Ap^\alpha K^\beta W^{1-\alpha-\beta}\) the condition would become something like \(\alpha + \beta > 2/3\).)

Lee (1988)

\[
Y = Ap^\alpha W^{1-\alpha}
\]
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\[
\frac{\dot{A}}{A} = \delta \log(p), \ A_0 \text{ given}
\]

\[
\frac{\dot{p}}{p} = [\log\left(\frac{Y}{p}\right) - \log(\bar{y})] \times \text{constant}, \ p_0 \text{ given}
\]

Constants have the same meaning as in Kremer (1993). Both population and technology are accumulable, and there are increasing returns to both in combination (1 + \alpha > 1). The system grows super-exponentially.\textsuperscript{158} There is no parameter describing diminishing returns to R&D efforts, so no inequality.

Jones (2001)

\[
Y = A^\alpha L_Y^\alpha W^{1-\alpha}
\]

\[
\dot{A} = \delta A^\alpha L_A^\lambda
\]

L_Y is the amount of labor spent on producing output, L_A is the amount of labor spent on research.\textsuperscript{159} Other symbols are as in Kremer (1993).

Changes in total labor L depend on GDP/capita, Y/L. The exact relationship is complex, but L/L is an upside-down U-shaped function of income Y/L. (Initially L/L increases with income, then it decreases.) In the initial period, L is output bottlenecks: higher Y \rightarrow higher income \rightarrow higher L/L.

A is also accumulable: higher Y \rightarrow higher L \rightarrow higher A.

The system cannot be solved analytically, but the system grows super-exponentially if the following condition holds (as explained here):\textsuperscript{160}

\[
\alpha > -\frac{\lambda \sigma}{1-\phi} + 1
\]

This is very similar to the condition in Kremer. Again, we have super-exponential growth as long as increasing returns to accumulable factors (\alpha, \sigma) are sufficiently powerful enough to overcome diminishing returns.

Bloom et al. (2020) derive \phi = -2.1, on the assumption that \lambda = 1 and \sigma = 1. The condition then reduces to \alpha > 2/3. This is plausible given that 1 - \alpha is the exponent on the fixed factor land.

How does the case of perfect substitution (‘AI robots’) relate to these models?

AI is naturally thought of as a form of capital, and most of the above models do not contain capital. However, I suggest above that we can also think of AI as making the labor accumulable (the ‘AI robot’ scenario). With this assumption, all the above models predict super-exponential growth under a range of plausible parameter values.

Can diminishing returns to innovative effort explain the end of super-exponential growth?

Perhaps the diminishing returns to innovative effort have become steeper over time. Jones (2001) estimates \phi = 0.5 from population and GDP/capita from the last 10,000 years.\textsuperscript{161} Bloom et al. (2020) estimate \phi = -2 from 20th century data on US R&D efforts and TFP growth. Could increasingly steep returns to innovative effort explain the end of super-exponential growth?

Summary

The models considered above suggest that the answer is ‘no’. When labor is accumulable, they predict super-exponential growth even with the conservative estimate of \phi from Bloom et al. (2020). By contrast, when labor is not accumulable (it grows exponentially) they predict exponential growth for a wide range of \phi values. In other words, changing \phi from 0.5 to -2 doesn’t change whether growth is super-exponential; for any \phi in this range (and indeed a larger range), growth is super-exponential just if labor is accumulable.

In these models, the key factor determining whether growth is super-exponential is not the value of \phi, but whether labor is accumulable. While diminishing returns to innovative effort may be part of the story, it does not seem to be the key factor.

Analysis

We’ve seen above that when labor is accumulable, these models comfortably predict super-exponential growth even with the conservative estimate of \phi = -2 from Bloom et al. (2020); they also predict super-exponential growth higher larger values of \phi. Growth is super-exponential under a wide range of values for \phi.

By contrast, when labor is not accumulable, but instead grows exponentially regardless of output, these models predict exponential growth for a wide range of \phi values.

- Jones (2001) and Kremer (1993) Part 3 make exactly this assumption. They specify fertility dynamics leading to exponential population growth, and GDP/capita growth is exponential as long as \phi <1. Growth is exponential for a wide range of \phi.
- We can also see this in the case of Roodman (2020). When labor grows exogenously, there’s exponential growth if:

\[
\alpha < \frac{\phi A}{1 - \phi A}
\]

where \alpha is the exponent on capital. The capital share suggests \alpha = 0.4. This implies there’s exponential growth as long as \phi_A < 0.67. (This threshold is much higher than the estimate \phi_A = -3 derived from Bloom et al. (2020) data.) Again, for a wide range of \phi_A values, growth is
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Roodman (2020) estimates \( \phi_A = 0.2 \) based on data going back to 10,000 BCE. This implies super-exponential growth, even with exogenous labor.

However, the absence of super-exponential growth over the last 120 years seems like strong evidence against such high values of \( \phi_A \) being accurate in the modern regime. Indeed, if you restrict the data set to start in 1000 AD, Roodman’s methodology implies \( \phi_A = -1.3 \). With this value we again predict exponential growth when exogenous labor.

It is possible Roodman’s estimate unintentionally includes the effect of one-off changes like improved institutions for R&D and business innovation, rather than just estimating the diminishing returns to R&D.

Standard growth models adjusted to study the effects of AI

This section looks at standard growth models adjusted to study the possible growth effects of AI. These models treat AI as a form of capital. Some have their roots in the automation literature.

In the main report I claim that in many such models:

The basic story is: capital substitutes more effectively for labor → capital becomes more important → larger returns to accumulable inputs → faster growth. In essence, the feedback loop ‘more output → more capital → more output → …’ becomes more powerful and drives faster growth.

Here I look at a series of models. First I consider endogenous growth models, then exogenous ones, then a task-based model. Within each class, I consider a few different possible models.

Endogenous growth models

Explosive growth with partial automation, Cobb-Douglas

First consider a Cobb-Douglas model where both goods production and knowledge production are produced by a mixture of capital and labor:

\[
Y = A^\eta K^\alpha L_Y^\gamma W^{1-\alpha-\gamma}
\]

\[
A = A^\phi K^\beta L_A^\lambda W^{1-\beta-\lambda}
\]

\[
\dot{K} = sY - \delta K
\]

\( A \) is technology and \( K \) is capital - both of these factors are accumulable. \( L_A \) and \( L_Y \) are the human labor assigned to goods and knowledge production respectively - they are either constant or growing exponentially (it doesn’t affect the result either way). \( W \) is a fixed factor that can be interpreted as land or natural resources (e.g. a constant annual supply of energy from the sun).

The model is from Aghion et al. (2017), but I have added the fixed factor of land to make the model more conservative.

It is essentially a simple extension of the standard semi-endogenous model from Jones (1995), recognizing the roles of capital and natural resources as well as labor.

There is super-exponential growth, with growth rising without bound, if:

\[
\frac{\eta \beta}{1 - \alpha} > 1 - \phi
\]

(This claim is proved in this technical appendix.)

Intuitively, the condition holds if the increasing returns to accumulable factors (represented by \( \alpha, \beta, \eta \)) are stronger than the diminishing returns to technology R&D (represented by \( 1 - \phi \)).

How far is this condition from being satisfied? Bloom et al. (2020) estimates \( \phi = -2 \) on the assumption that \( \eta = 1 \) (which can be seen as a choice about the definition of \( A \)). This estimate of \( \phi \) is more conservative than other estimates. The condition becomes:

\[
\frac{\beta}{1 - \alpha} > 3
\]

Recent data puts the capital share at 40%, suggesting \( \alpha = \beta = 0.4 \):

\[
\frac{0.4}{0.6} > 3
\]

The condition is not satisfied. It would be satisfied, however, if the capital share rose above 0.75 in both goods and knowledge production. At current trends, this is unlikely to happen in the next couple of decades, but could happen by the end of the century. (This condition can be thought of as an empirical for whether explosive growth is near, like these discussed in Nordhaus (2021) [17]. It lowers my probability that TAI will happen in the next 20 years, but not far beyond that.)

(Note: Arrow (1962) is another Cobb Douglas endogenous model which implies advanced AI can drive explosive growth - see here.)

Explosive growth with full automation, CES production function.
Cobbs Douglas models assume that the elasticity of substitution = 1. Constant Elasticity of Substitution (CES) production functions provide a more general setting in which the elasticity of substitution can take on any value. The expression $K^\rho L^{1-\rho}$ is replaced by:

$$F_r(K, L) = (\alpha K^\sigma + (1-\alpha)L^\rho)^{\frac{1}{\rho}}, \text{ with } \rho = \frac{\sigma - 1}{\sigma}$$

We can use this to generalize the above model as follows:

$$Y = A^\eta F_{\sigma_Y}(K, L)^{\alpha} W^{1-\alpha}$$

$$\dot{A} = A^\beta F_{\sigma_A}(K, L)^{\beta} W^{1-\beta}$$

$$\dot{K} = sY - \delta K$$

where $\sigma_Y$ and $\sigma_A$ are the elasticities of substitution between capital and labor in goods and knowledge production respectively. When $\sigma_Y = \sigma_A = 1$, this reduces to the Cobb-Douglas system above. $\alpha$ and $\beta$ now represent the returns to doubling both labor and capital. It is standard to assume $\alpha = \beta = 1$ but I continue to include $W$ so that the model is conservative.

(Again this model is a generalization of the endogenous growth model in Aghion et al. (2017). A similar model is analyzed very carefully in Trammell and Korinek (2021) Section 5.2.)

In this setting, $\sigma_Y$ and $\sigma_A$ are the crucial determinants of whether there is explosive growth. The tipping point is when these parameters rise above 1. This has an intuitive explanation. When $\sigma < 1$, $F_{\sigma}(K, L)$ is bottlenecked by its smallest argument. If $L$ is held fixed, there is limit to how large $F_{\sigma}(K, L)$ can be, no matter how large $K$ becomes. But when $\sigma > 1$, there is no such bottleneck: capital accumulation alone can cause $F_{\sigma}(K, L)$ to rise without limit, even with fixed $L$.

The conditions for sustained super-exponential growth depend on whether and are above or below 0. I discuss four possibilities.

When $\sigma_Y < 1$, $\sigma_A < 1$, there is not super-exponential growth unless $\phi > 1$, as shown here.

When $\sigma_Y > 1$, $\sigma_A < 1$ the condition is $\phi > 1$ or $\alpha \geq 1$, as shown here. In other words, if there are constant returns to labor and capital in combination, a standard assumption, then increasing $\sigma_Y$ above 1 leads to super-exponential growth. (Note: even if $\alpha < 1$, there may be an increase in growth when $\sigma_Y$ rises above 1. I discuss this dynamic more in the task-based model below.)

When $\sigma_Y < 1$, $\sigma_A > 1$, a sufficient condition is (as deduced here):

$$\eta^\beta > 1 - \phi$$

Super-exponential growth occurs if increasing returns are sufficient to overpower diminishing returns to technology R&D. Aghion et al. (2017) analyze the standard case where $\eta = 1$ and $\beta = 1$. The condition becomes:

$$\phi > 0$$

(I discuss the related ‘search limits’ objection to explosive growth in a previous section.)

When $\sigma_Y > 1$, $\sigma_A > 1$, a sufficient condition is (as deduced here):

$$\frac{\eta^\beta}{1-\alpha} > 1 - \phi$$

Remember, $\alpha$ and $\beta$ now represent the returns to doubling both labor and capital, so values close to 1 are reasonable. Let’s take $\alpha + \beta = 0.9$. Bloom et al. (2020) estimate $\phi = -2$ on the assumption that $\eta = 1$; let’s use these values. The condition is satisfied:

$$9 > 3$$

(The latter two conditions can be derived from the from Cobb-Douglas condition using the following substitutions:

$$F_{\sigma<1}(K, L) \rightarrow L$$

$$F_{\sigma>1}(K, L) \rightarrow K$$

These substitutions can also be used to derive super-exponential growth conditions when $\sigma_A = 1$, $\sigma_Y \neq 1$, or when $\sigma_A \neq 1$, $\sigma_Y = 1$.)

The takeaway is that if AI increases the substitutability between labor and capital in either goods or knowledge production, this could lead to super-exponential growth. Reasonable parameter values suggest doing it in both would lead to super-exponential growth, but doing so in just one may not be sufficient.

Trammell and Korinek (2021) Section 5.1 discusses an endogenous ‘learning by doing’ model where a similar mechanism can lead to super-exponential growth.

**Exogenous growth models**

No fixed factor
Nordhaus (2021) considers the following model:

\[ Y = F_\sigma(AK, L) \]

\[ \dot{K} = sY - \delta K \]

\[ A = A_0 e^{\sigma t} \]

The key differences with the endogenous growth model considered above are:

- No ideas production function: technology is exogenous.
- No fixed factor \( W \) in the goods production. We add this later.
- Technology only augments capital. This doesn’t affect the result.

If \( \sigma > 1 \) then the capital share rises to unity and the model approximates the following:

\[ Y = AK \]

\[ \dot{K} = sAK - \delta K \]

\[ A = A_0 e^{\sigma_A t} \]

(This approximation, as well as the case \( \sigma < 1 \), is discussed in detail in this technical appendix.)

Now the growth rate of capital itself grows exponentially:

\[ g_K = sA - \delta = sA_0 e^{\sigma_A t} - \delta \simeq sA_0 e^{\sigma_A t} \]

The growth rate of output follows suit:

\[ g_Y = g_K + g_A = sA_0 e^{\sigma_A t} - \delta + g_A \simeq sA_0 e^{\sigma_A t} \]

Growth is super-exponential. (Note: although growth increases without bound, output does not go to infinity in finite time.) Again the pattern of explanation is: capital becomes more substitutable with labor \( \to \) capital becomes more important \( \to \) growth increases.

Even if technological progress halts altogether, growth is still:

\[ g_Y = g_K = sA_f - \delta \]

where \( A_f \) is the final level of technology. This growth could be very fast.

How robust is this result to our initial assumptions?

- We would have the same result if the model had been \( Y = AF_\sigma(K, L) \) rather than \( Y = F_\sigma(AK, L) \). If the model was \( Y = F_\sigma(AK, L) \), we would not have unbounded growth.\(^{155}\)
- You get the same result in the human-capital accumulation model of Lucas (1988) - see here.
- The result really depends on constant returns to \( K \) and \( L \), combined with some form of capital augmenting technological progress.
- The next section relaxes the assumption of constant returns to \( K \) and \( L \).

**With a fixed factor**

Let’s consider a more conservative case, where there are diminishing returns to labor and capital in combination due to some fixed factor and where full automation doesn’t occur. This model is inspired by Hanson (2001).\(^{156}\)

\[ Y = (AK)^\alpha L^\beta W^{1-\alpha-\beta} \]

The equations for \( A \) and \( K \) are as above. We assume \( L \) is constant.

The steady state growth rate is (proof here):

\[ g_y = \frac{\alpha g_A}{1 - \alpha} \]

If there is an increase in the capital share due to AI, growth will increase.

Suppose AI increases the capital share from \( \alpha \) to \( \alpha + \beta \). (In a task-based model this corresponds to automating fraction \( f \) of tasks.) Production becomes:

\[ Y = (AK)^{\alpha + f\beta} L^{(1-f)\beta} W^{1-\alpha-\beta} \]

Growth increases to (proof here):

\[ g_y = \frac{(\alpha + \beta)g_A}{1 - \alpha - \beta} \]
Could Advanced AI Drive Explosive Economic Growth?

Again, the basic story is that the importance of (accumulable) capital increases, and growth increases as a result.\footnote{167} If \( \alpha + \beta \) is close to 1, and \( f = 1 \) (full automation) the new growth rate could be very high. If \( \alpha + \beta = 0.9 \) then:

\[
g_Y = 9g_A
\]

Hanson uses a more realistic model of AI automation. He separates out standard capital from computer capital, and assumes the productivity of computer capital doubles every two years, in line with Moore’s law. He finds that fully automating labor with computer capital can cause growth to rise from 4.3% a year to 45%.

Trammell and Korinek (2021) Section 3.4 \footnote{76} discusses other exogenous growth models where a similar mechanism causes growth to increase.

**Task-based models**

So far all the models have treated the economy as a homogenous mass, and talked about how well AI substitutes for human labor in general. Really though, there are many distinct tasks in the economy, and AI might substitute better in some tasks than others. Aghion et al. (2017) develops a model along these lines. In the model tasks are gross complements. Technically, this means that the elasticity of substitution between tasks is below one. Intuitively, it means that each task is essential: total output is bottlenecked by the task we perform least well.

I will not describe the mathematics of the model (interested readers can read the paper), but rather its implications for growth.

Firstly, it no longer makes sense to talk about the substitutability of capital and labor in general. Rather the substitutability varies between tasks. This is sensible.

Secondly, we can permanently increase growth in the model by automating a constant fraction of non-automated tasks each year. Automating a task requires the elasticity of substitution to exceed 1 for that task. Presumably we are already automating some tasks each year and this is contributing to growth. But if advanced AI unleashes a process by which the rate of task automation itself increases, this would increase growth.\footnote{168} The quicker the pace of automation, the higher the growth rate. If we automate an increasing fraction of tasks each year we can maintain super-exponential growth.\footnote{169} However, this prediction assumes we can seamlessly reallocate human labor to the remaining tasks. If this isn’t possible (which seems likely!), then the actual boost to growth would be lower than that predicted by the model.

This path to higher growth is consistent with the basic story discussed in the main report: AI increases the substitutability of capital \( \rightarrow \) capital is increasingly important (it performs an increasingly large fraction of tasks) \( \rightarrow \) super-exponential growth.

Thirdly, if some fixed set of essential tasks remain unautomated, they will eventually bottleneck growth. Growth will fall back down to the background growth rate (that doesn’t depend on automation). I discuss whether this undermines the prospect of explosive growth here.

**How does the case perfect substitution (‘AI robots’) relate to these models?**

The case of perfect substitution corresponds to \( \sigma = \infty \). So it corresponds to \( \alpha > 1 \) in the CES models. In the Cobb-Douglas models it corresponds to the share of capital rising to what was previously the joint share of capital and labor. This case leads to faster growth in all the above models with plausible parameter values, and to super-exponential growth in all the models except the conservative exogenous model.

**What level of AI would be sufficient for explosive growth?**

Given all of the above growth models, what’s our best guess about the level of AI that would likely be sufficient for explosive growth? Here I ignore the possibility that growth is bottlenecked by a factor ignored in these models, e.g. regulation. A better statement of the question is: if any level of AI would drive explosive growth, would level be sufficient?

Answering this question inevitably involves a large amount of speculation. I will list the main possibilities suggested by the models above, and comment on how plausible I see them. It goes without saying that these predictions are all highly speculative; they may be ‘the best we have to go on’ but they’re not very ‘good’ in an absolute sense.

Here are three main answers to the question: ‘What level of AI is sufficient for explosive growth?’:

1. **AI that allows us to pass a ‘tipping point’ in the capital share.** The Cobb-Douglas models typically suggest that as the capital share in goods production and knowledge production rises, growth will be exponential until a ‘tipping point’ is passed. (We imagine holding the diminishing returns to R&D fixed.) After this point, growth is super-exponential and there will be explosive growth within a few decades.

   I put limited weight on this view as the ‘tipping points’ are not reproduced in the CES setting, which generalizes Cobb-Douglas. Nonetheless, Cobb-Douglas provides a fairly accurate description of the last 100 years of growth and shouldn’t be dismissed.

2. **AI that raises the elasticity of substitution \( \sigma \) between capital and labor above 1.** When \( \sigma <1 \) there is a limit to how large output can be, no matter much capital accumulated. Intuitively, in this regime only useful when there’s labor combine it with. but \( \sigma > 1 \), capital accumulation alone can cause output to rise without limit, even with a fixed labor supply. Intuitively, in this regime capital doesn’t have to be combined with labor to be useful (although labor may still be very helpful). When this condition is satisfied in goods or knowledge production, explosive growth is plausible. When it’s satisfied in both, explosive growth looks likely to happen.

   I put more weight on this view. However, these models have their limits. They assume that the degree of substitutability between labor and capital is homogenous across the economy, rather than depending on the task being performed.

3. **AI that allows us to automate tasks very quickly.** (This could either be because an AI system itself replaces humans in many tasks, or because the AI quickly finds ways to automate un-automated tasks.) In the task-based model of Aghion et al. (2017), automating a task provides a temporary boost to growth (a ‘level effect’). If we automate a constant fraction of un-automated tasks each year, this provides a constant boost to growth. If we automate a large enough fraction of non-automated tasks sufficiently quickly, growth could be boosted all the way to 30%.\footnote{170} A special case of this story is of course full-automation.

   I put the most weight on this third view. Nonetheless, it has some drawbacks.

   - It doesn’t address the process by which tasks are automated and how this might feed back into the growth process.
   - It doesn’t seem to be well-positioned to consider the possible introduction of novel tasks. In their model, introducing a new task can only ever decrease output.
Like any model, it makes unrealistic assumptions. Most striking is the assumption that human workers are seamlessly reallocated from automated tasks to un-automated tasks. Friction in this process could slow down growth if we haven’t achieved full automation.

It emphasizes the possibility of growth being bottlenecked by tasks that are hard to automate but essential. But it may be possible to restructure workflows to remove tasks that cannot be automated. This should reduce the weight we place on the model.

One common theme that I’m inclined to accept is that explosive growth would not require perfectly substitutable AI. Some weaker condition is likely sufficient if explosive growth is possible at all. Overall, my view is that explosive growth would require AI that substantially accelerates the automation of a very wide range of tasks in production, R&D, and the implementation of new technologies.

Appendix D: Ignorance story

According to the ignorance story, we’re simply not in a position to know what growth will look like over the long-term. Both the standard story (predicting roughly exponential growth) and the explosive growth stories are suspect, and we shouldn’t be confident in either. Rather we should place some weight in both, and also some weight in the possibility that the pattern of long-run growth will be different to the predictions of either story.

The ignorance story is primarily motivated by distrusting the standard story and the explosive growth story. This leaves us in a position where we don’t have a good explanation for the historical pattern of growth. We don’t know why growth has increased so much over the last 10,000 years, so we don’t know if growth will increase again. And we don’t know why frontier per-capita growth has been exponential for the last 150 years, so we don’t know how long this trend will continue for.

We shouldn’t confidently expect explosive growth - this would require us to trust the explosive growth story. But nor can we confidently rule it out - we’d either have to rule out sufficient AI progress happening by the end of the century, or rule out all of the growth models that predict explosive growth under the assumption that capital substitutes for labor. I discuss some of these here, and Trammell and Korinek (2021) discusses many more.

The step-change story of growth

This report focuses on the possibility that GWP grew super-exponentially from 10,000 BCE to 1950, with some random fluctuations. The increasing returns mechanism, important in some other prominent theories of long-run growth, provides a plausible explanation for historical increases in growth. However, the pre-modern GWP data is poor quality and it is possible that GWP followed a different trajectory. More precisely, GWP may have grown at a slow exponential rate from 10,000 BCE to 1500, and then there may have been a one-off transition to a faster rate of exponential growth. If this transition is allowed to last many centuries, from 1500 to 1900, this ‘step change’ story is consistent with the data.

Let a ‘step-change’ model be any that doesn’t use the mechanism of increasing returns to explain very long-run growth, but instead focuses on a one-off structural transition around the industrial revolution. Step-change models are typically complex, using many parameters to describe the different regimes and the transition between them. This isn’t necessarily a drawback: perhaps we should not expect economic history to be simple. Further, the step-change model is more consistent with the academic consensus that the industrial revolution was a pivotal period, breaking from previous trends.

The step-change story of growth lends itself to the ignorance story

What should you think about explosive growth, if you accept the step-change story?

Hanson (2000) is an example of the step-change story. Hanson models historical GWP as a sequence of exponential growth modes. The Neolithic revolution in 10,000 BCE was the first step-change, increasing growth from hunter-gatherer levels to agricultural society levels. Then the industrial revolution in 1700, the second step-change, increased growth from agricultural levels to modern levels. (In some of Hanson’s models, there are two step-changes around the industrial revolution.)

If we were in the final growth mode, Hanson’s model would predict a constant rate of exponential growth going forward. However, Hanson uses the pattern of past step-changes to make predictions about the next one. He tentatively predicts that the next step-change will occur by 2100 and lead to GWP doubling every two weeks or less (growth of $2^{173}$). But we should not be confident in our ability to predict the timing of future step-changes in growth from past examples. Plausibly there is no pattern in such structural breaks, and it seems unlikely any pattern could be discerned from the limited examples we have seen. Someone embracing Hanson’s view of long-run GWP should see his predictions about future step-changes as highly uncertain. They may be correct, but may not be. In other words, they should accept the ignorance story of long-run GWP.

Could you accept the step-change theory and rule out explosive growth? You would need to believe that no more step changes will occur, despite some having occurred in the past. What could justify having confidence in this view? A natural answer is ‘I just cannot see how there could be another significant increase in growth’. However, this answer has two problems. Firstly, it may not be possible to anticipate what the step-changes will be before they happen. People in 1600 may not have been able to imagine the industrial processes that allowed growth to increase so significantly, but they would have been wrong to rule out step-changes on this basis. Secondly, mechanisms for a faster growth regime have been suggested. Hanson (2016) describes a digital economy that doubles every month and various economic models suggest that significant automation could lead to super-exponential growth (more).

How ignorant are we?

I think the ignorance story is a reasonable view, and put some weight on it. Ultimately though, I put more weight on a specific view of the long-run growth. This is the view offered by models of very long run growth like Jones (2001): increasing returns (to accumulable inputs) led to super-exponential growth of population and technology from ancient times until about 1900. Then, as a result of the demographic transition, population grew exponentially, driving exponential growth of technology and GDP/capita.

Of course, this view omits many details and specific factors affecting growth. But I think it highlights some crucial dynamics driving long-run growth. This view implies that 21st century growth will be sub-exponential by default; population growth is expected to fall, and so GDP/capita growth should also fall. However, if we develop AI that is highly substitutable with labor, then models of this sort suggest that increasing returns (to accumulable inputs) will once again lead to super-exponential growth (more).
Appendix E: Standard story

This is not one story, but a collection of the methods used by contemporary economists to make long-run projections of GWP, along with the justifications for these methodologies.

In this section I:

- Briefly describe three methods that economists use to project GWP, with a focus on why they judge explosive growth to be highly unlikely (here).
- Show a probability distribution over future GWP that, from my very brief survey, is representative of the views of contemporary economists (here).
- Summarize the strengths and potential limitations of this collection of methods (here).

Note: this section focuses solely on the papers I found projecting GWP out to 2100. It does not cover the endogenous growth literature which contains various explanations of the recent period of exponential growth. I discuss these explanations in Appendix B.

Methods used to project GWP

I have only done an extremely brief review of the literature on long-term GWP extrapolations. I have come across three methods for extrapolating GWP:

1. Low frequency forecasts - use econometric methods to extrapolate trends in GDP per capita, usually starting 1900 or later (more).
2. Growth models - calculate future growth from projected inputs of labor, capital and total factor productivity (more).
3. Expert elicitation - experts report their subjective probabilities of various levels of growth (more).

I’m primarily concerned with what these views say about the prospect of explosive growth. In summary, all three methods assign very low probabilities to explosive growth by 2100. My understanding is that the primary reason for this is that they use relatively modern data, typically from after 1900, and this data shows no evidence of accelerating growth - during this time the rate of frontier GDP per capita growth has remained remarkably constant (source [79], graphs).

Low frequency forecasts of GDP per capita data since 1900

How does it work?

Low-frequency forecasting\textsuperscript{174} is a econometrics method designed to filter out short-horizon fluctuations caused by things like business cycles and pick up on longer-term trends.

I’ve seen two applications of low-frequency forecasting to project GWP until 2100\textsuperscript{175}. The first\textsuperscript{176} simply takes a single data series, historical GWP per capita since 1900, and projects it forward in time. The second\textsuperscript{177} fits a more complex model to multiple data series, the historical GDP per capita of various countries. It can model complex relationships between these series, for example the tendency for certain groups of countries to cluster together and for low-income countries to approach frontier countries over time. Both models essentially project low-frequency trends in GDP per capita forward in time, without much reference to inside-view considerations\textsuperscript{178}.

Econometric models of this kind have the benefit of providing explicit probability distributions. E.g. these projections of US and Chinese GDP/capita from Muller (2019).

Relation to the possibility of explosive growth

The structure of the model leads it to assign very low probabilities to the growth rate increasing significantly. So it assigns very low probabilities to explosive growth. In particular, the model assumes that the long-run growth rate oscillates around some constant.

More precisely, the models I’ve studied assume that per capita GWP growth\textsuperscript{179} is given by:
\[ g_t = \mu + u_t \]

\( \mu \) is a constant and \( u_t \) is a (possibly random) component whose expected long-run average is 0. \( g_t \) either follows a random walk or oscillates around \( \mu \) deterministically. Either way, \( \mu \) is the long-run average growth rate. Growth in successive periods is correlated and can differ from \( \mu \) for some time, but in the long run average growth will definitely tend towards \( \mu \). These models assume that long-run growth rate is constant; they assume that long-run growth is exponential.

The only way that these models represent the possibility of explosive growth is through the hypothesis that the long-run growth rate \( \mu \) is very large but, by a large coincidence, the random component \( u_t \) has always canceled this out and caused us to observe low growth. The resultant probability of explosive growth is extremely small. In both the papers the estimate of average GWP growth until 2100 was about 2% with a standard deviation of 1%. Explosive growth would be > 25 standard deviations from the mean!

Models with this structure essentially rule out the possibility of an increasing growth rate a priori. This could be a valid modeling decision given that post-1900 GWP data, and certainly the frontier GDP data, shows no pattern of increasing per capita growth, and it is in general reasonable for a model’s assumptions to foreclose possibilities that have no support in the data. The problem, as we shall discuss later, is that pre-1900 data does show a pattern of super-exponential growth. Either way, it is fair to say that the low-frequency models are not designed to assess the probability of explosive growth, but rather to model the probability of hypotheses that are plausible given post-1900 data.

Could we use the low-frequency methodology to get a more accurate idea of the probability of explosive growth? It should in principle be possible to fit a low-frequency model that, like Roodman’s, contains a parameter that controls whether long-run growth is sub- or super-exponential. The possibility of explosive growth would then be represented by our uncertainty over the value of this parameter (as in Roodman’s model). I suspect that this model, trained on post-1900 data, would conclude that growth was very probably sub-exponential, but assign some small probability to it being slightly super-exponential. Explosive growth would eventually follow if growth were super-exponential. So I suspect that this methodology would conclude that the probability of explosive growth was small, but not as small as in the low-frequency models I have seen.

**Growth models**

**How do they work?**

Growth models describe how inputs like labor, capital and total factor productivity (TFP) combine together to make output (GDP). They also describe how these inputs change over time.

Here I’ll just describe how an extremely simple growth model could be used to generate GWP projections. Then I’ll list some ways in which it could be made more realistic.

**Output** \( Y \) in a year is given by the following [Cobb-Douglas] equation:

\[ Y = AK^\alpha L^\beta \]

where

- \( A \) is TFP.
- \( K \) is the capital, a measure of all the equipment, buildings and other assets.
- \( L \) is labor, a measure of the person-hours worked during the timestep.
- \( \alpha \) and \( \beta \) give the degree of diminishing returns to capital and labor; it’s often assumed that \( \alpha + \beta = 1 \), meaning that a doubling the number of workers, buildings and equipment would double the amount of output.

The inputs change over time as follows:

- \( A \) grows at a constant exponential rate - the average rate observed in the post-1900 data.
- \( L \) in each year is given by UN projections of population growth.
- The change in \( K \) between successive years is \( \Delta K = sY - \delta K \), where \( s \) is the constant rate of capital investment and \( \delta \) is the constant rate of capital depreciation.

1. The value of \( K \) in year \( n \) can be calculated from the values of \( K \) and \( Y \) in the year \( n - 1 \)

You generate GWP projections as follows:

1. Identify \( Y \) with GWP.
2. Get starting values of \( Y, A, K \) and \( L \) from data.
3. Project \( A \) and \( L \) for future years as described above.
4. Project \( K \) and \( Y \) for future years as follows:
   1. Predict next year’s \( K \) using the current values of \( K \) and \( Y \).
   2. Predict next year’s \( Y \) using your projections for \( A, K \) and \( L \) next year. Now you have \( K \) and \( Y \) for next year.
   3. Repeat the above two steps for later and later years.

The above model is very basic; there are many ways of making it more sophisticated. Perhaps the most common is to project each country’s growth separately and model catch-up effects. You could also use a different production function from Cobb-Douglas, introduce additional input factors like human capital and natural resources, use sophisticated theory and econometrics to inform the values for the factors and constants at each timestep, control for outlier events like the financial crisis, and model additional factors like changing exchange rates. These choices can significantly affect the predictions, and may embody significant disagreements between economists. Nonetheless, many long-run extrapolations of GWP that I’ve seen use a growth model that is, at its core, similar to my simple example.

My impression is that these models are regarded as being almost the best respected. They can incorporate wide-ranging relevant data sources and theoretical insights.

One down-side of these models is that the ones I’ve seen only provide point estimates of GWP in each year, not probability distributions. Uncertainty is typically represented by considering multiple scenarios with different input assumptions, and looking at how the projections differ between the scenarios. For example, scenarios might differ about the rate at which the TFP of lower-income countries approaches the global frontier. The point estimates from such models typically find that average per capita GWP growth will be in the range 1 - 3%.

**Relation to the possibility of explosive growth**
Most of the long-run growth models I've seen set frontier TFP exogenously, stipulating that it grows at a constant rate similar to its recent historical average. While individual countries can temporarily grow somewhat faster than this due to catch-up growth, the long-run GDP growth of all countries is capped by this exogenous frontier TFP growth (source). The structure of most of these models, in particular their assumption of constant frontier TFP growth, rules out explosive growth a priori. This is supported by the relative constancy of frontier TFP growth since 1900, but is undermined by earlier data points. A few models do allow TFP to vary in principle, but still do not predict explosive growth because they only use post-1900 data. For example, Foure (2012) allows frontier TFP growth to depend on the amount of tertiary education and finds only moderate and bounded increases of TFP growth with tertiary education.

The more fundamental reason these models don’t predict explosive growth is not their structure but their exclusive use of post-1900 data, which shows remarkable constancy in growth in frontier countries. This data typically motivates a choice of model that rules out explosive growth and ensures that more flexible models won’t predict explosive growth either.

Expert elicitation

How does it work?

GWP forecasts are made by a collection of experts and then aggregated. These experts can draw upon the formal methods discussed above and also incorporate further sources of information and the possibility of trend-breaking events. This seems particularly appropriate to the present study, as explosive growth would break trends going back to 1900.

I focus exclusively on Christensen (2018) [14], the most systematic application of this methodology to long-run GWP forecasts I have seen.

In this study, experts were chosen by ‘a process of nomination by a panel of peers’ and the resultant experts varied in both ‘field and methodological orientation’. Experts gave their median and other percentile estimates (10th, 25th, 50th, 75th, 90th percentiles) of the average annual per-capita growth of GWP until 2100. For each percentile, the trimmed mean was calculated and then these means were used as the corresponding percentile of the aggregated distribution.

As well as providing aggregated quantile estimates, Christensen (2018) fits these estimates to a normal distribution. The mean per capita growth rate is 2.06% with a standard deviation of 1.12%. This provides a full probability distribution over GWP per capita for each year.

Relation to the possibility of explosive growth

If any expert believed there was > 10% chance of explosive growth, this would have shown up on the survey results in their 90th percentile estimate. However, Figure 7 of their appendix shows that no expert’s 90th percentile exceeds 6%. Strictly speaking, this is compatible with the possibility that some experts think there is a ~9% probability of explosive growth this century, but practically speaking this seems unlikely. The experts’ quantiles, both individually and in aggregate, were a good fit for a normal distribution (see Figure 7) which would assign << 1% probability to explosive growth.

Nonetheless, there are some reasons to think that the extremely high and extremely low growth is somewhat more likely than these the surveys suggest:

- There is a large literature on biases in probabilistic reasoning in expert judgement. It suggests that people’s 10 - 90% confidence intervals are typically much too narrow, containing the true value much less than 80% of the time. Further, people tend to anchor their uncertainty estimates to an initial point estimate. These effects are especially pronounced for highly uncertain questions. The survey tried to adjust for these effects, but the same literature suggests that these biases are very hard to eliminate.
- The experts self-reported their level of expertise as 6 out of 10, where 5 indicates having studied the topic but not being an expert and 10 indicates being a leading expert. The authors ‘take this as suggestive that experts do not express a high level of confidence in their ability to forecast long-run growth outcomes’. It also seems to suggest that there is no clear body of experts that specialize in answering this question and has thought deeply about it. This increases the chance that there are legitimate ways of approaching the problem that the experts have not fully considered.

Probability distribution over GWP

I want an all-things-considered probability distribution over GWP that is representative of the different views and methodologies of the standard story. This is so I can compare it with distributions from the other big pictures stories, and (at a later time) compare it to the economic growth that we think would result from TAI. If you’re not interested in this, skip to the next section.

I’ve decided to use the probability distribution constructed from above-discussed expert elicitation in Christensen (2018) [14]. It has a mean of 2.06% and a standard deviation of 1.12%. I chose it for a few reasons:

- The experts can use the results of the other two methods I’ve discussed (econometric modeling and growth models) to inform their projections.
- The experts can take into account the possibility of trend-breaking events and other factors that are hard to incorporate into a formal model.
- The experts in Christensen (2018) were selected to represent a wide-range of fields and methodologies.
- The central aim of Christensen’s paper was to get accurate estimates of our uncertainty, and its methodology and survey structure was designed to achieve this goal.
- The expert elicitation distribution is consistent with point estimates from growth models. This is important because I believe these growth models incorporate the most data and theoretical insight and are consequently held in the highest regard.
- One possible drawback of this choice is that the distribution may overestimate uncertainty about future growth and assign more probability to > 3% than is representative.
- The 90th percentile of the distribution is higher than any point estimates I’ve seen.
- The 10 - 90th percentile range is wider than the equivalent range from econometric methods.
- This may be because the expert elicitation methodology can incorporate more sources of uncertainty than the other models.

The expert elicitation probability distribution is over GWP per capita. To get a distribution over GWP I used the UN’s median population projections (which have been accurate to date).
Strengths and limitations

Advocates of standard story use a range of statistical techniques and theoretical models to extrapolate GWP, that are able to incorporate wide-ranging relevant data sources. If we were confident that the 21st century would resemble the 20th, these methods would plausibly be adequate for forecasting GWP until 2100.

However, I do believe that the methodologies of the standard story are ill-equipped to estimate the probability of a regime-change leading to explosive growth. This is due to a couple of features:

- The papers I’ve seen exclusively use post-1900 data, and often only post-1950 data. While reasonable for short-term growth forecasts, this becomes more questionable when you forecast over longer horizons. The post-1900 data is silent on the question of whether 21st century growth will follow a similar pattern to 20th century growth and of what it might look like if it does not.

- Its models typically foreclose the possibility of explosive growth by assuming that the long-run frontier growth rate is constant. This assumption is supported by the post-1900 data but not, we shall see, by endogenous growth theory or by data sets that go back further in time. As a result of this assumption, its models do not assess the probability that 21st century GWP growth is super-exponential, a critical question when assessing the plausibility of explosive growth.

- An important caveat is that expert elicitation does seem well placed to anticipate a regime-change, but experts assign <10% to explosive growth and probably <1%. I find this the most compelling evidence against explosive growth from the standard story. It is hard to fully assess the strength of this evidence without knowing the reasons for experts’ projections. If they have relied heavily on the other methods I’ve discussed, their projections will suffer from drawbacks discussed in the last two bullet points.

These limitations are not particularly surprising. The methods I’ve surveyed in this section were originally developed for the purposes of making forecasts over a few decades, and we saw above that even the most expert people in this area do not consider themselves to have deep expertise.

Appendix F: Significant probability of explosive growth by 2100 seems robust to modeling serial correlation and discounting early data points

The model in Roodman (2020) assigns 50% probability to explosive growth happening by 2044, 10% by 2033, and 90% by 2063. However, there are reasons to think that Roodman’s model may predict explosive growth too soon, and its confidence intervals may be too narrow.

An appendix discusses two such reasons:

- The growth rates in nearby periods are correlated, but Roodman’s model implies that they are independent.
- Recent data is more relevant to predicting 21st century growth than ancient data points, but Roodman’s model doesn’t take this into account.

(Note: there are other reasons to think explosive growth will happen later than Roodman predicts. In particular, population is no longer accumulable, where accumulable means more output → more people. This section does not adjust Roodman’s model for this objection, but only for the two reasons listed.)

How much would accounting for these two factors change the predictions of Roodman’s model? Would they delay explosive growth by a decade, a century, or even longer? To get a rough sense of the quantitative size of these adjustments, I built a simple model for projecting GWP forward in time. I call it the growth multiplier model. (At other places in the report I call it the ‘growth differences’ model.)

The growth multiplier model retains some key features of Roodman’s univariate endogenous growth model. In particular, it retains the property of Roodman’s model that leads it to predict sub- or super-exponential growth, depending on the data it is fit to. The justification for these features is the same as that for Roodman’s model: long-run GDP data displays super-exponential growth and endogenous growth models predict such growth.

At the same time, the growth multiplier model aims to address some of the drawbacks of Roodman’s model. Most significantly, it incorporates serial correlation between growth at nearby periods into its core. In addition, the user can flexibly specify how much extra weight to give to more recent data points. The model also incorporates randomness in a simple and transparent way. The cost of these advantages is that the model is considerably less theoretically principled than the endogenous growth models.

With my preferred parameters, the model assigns a 50% chance of explosive growth by 2093 and a 70% chance by 2200. There is still a 10% chance of explosive growth by 2036, but also a 15% chance that explosion never happens. While I don’t take these precise numbers seriously at all, I do find the general lesson instructive: when we adjust for serial correlation and the increased relevance of more recent data points we find that i) the median date by which we expect explosion is delayed by several decades, ii) there’s a non-negligible chance that explosive growth will not have occurred within the next century, and iii) there is a non-negligible chance that explosive growth will occur by 2050. In my sensitivity analysis, I find that these three results are resilient to wide-ranging inputs.

The rest of this section explains how the model works, discusses how it represents serial correlation, compares its predictions to the other big-picture stories about GWP, does a sensitivity analysis on how its predictions change for different inputs, and discusses its strengths.

The code behind the growth multiplier model, Roodman’s model, and this expert survey is here. (If the link doesn’t work, the colab file can be found in this folder.)

How does the growth multiplier model work?

Put simply, the model asks the question ‘How will the growth rate change by the time GWP has doubled?’, and answers it by saying ‘Let’s look at how it’s changed historically when GWP has doubled, and sample randomly from these historically observed changes’. Historically, when GWP has doubled the growth rate has increased by about 40% on average, and so the model’s median prediction is that the growth rate will increase by another 40% in the future each time GWP doubles.

The model divides time into periods and assumes that the growth rate within each period is constant. The length of each period is the time for GWP to increase by a factor r - this choice is inspired by the properties of Roodman’s univariate model.

So we divide the historical GWP data into periods of this kind and calculate the average growth rate within each period. Then we calculate the change in average growth rate between successive periods. Again inspired by Roodman’s univariate model, we measure this change as the ratio between successive growth rates: new_growth_rate / old_growth_rate. Call these ratios growth multipliers. The growth multiplier of a period tells you how much the average growth rate increases (or decreases) in the following period. For example, if 1800-1850 had 2% growth and 1850-1900 had 3% growth, then the growth multiplier for the period 1800-1850 would be 1.5.

Here’s an example with dummy data, in which r = 2.

<table>
<thead>
<tr>
<th>Date</th>
<th>1700</th>
<th>1840</th>
<th>1910</th>
<th>1945</th>
<th>1980</th>
<th>2025</th>
</tr>
</thead>
<tbody>
<tr>
<td>GWP ($billion)</td>
<td>400</td>
<td>800</td>
<td>1600</td>
<td>3200</td>
<td>6400</td>
<td>12,</td>
</tr>
<tr>
<td>Growth rate</td>
<td>0.5%</td>
<td>1%</td>
<td>2%</td>
<td>3%</td>
<td>1.5%</td>
<td></td>
</tr>
<tr>
<td>Growth multiplier</td>
<td>2</td>
<td>2</td>
<td>1.5</td>
<td>0.5</td>
<td>gm</td>
<td></td>
</tr>
</tbody>
</table>

To extrapolate GWP forward in time, we must calculate the growth rate g of the period starting in 2025. We do this in two steps:

- Randomly sample a value for the previous period’s growth multiplier. In this example, gm is the growth multiplier of the period finishing in 2025. gm is randomly sampled from the list [2, 2, 1.5, 0.5]. All items on the list need not be equally likely; we can specify a discount rate to favor the sampling of more recent growth multipliers. This discount rate crudely models the extra weight given to more recent data points.

- Multiply together the growth rate and growth multiplier from the previous period. In this example, g = 1.5 × gm.

We’ve now calculated the growth rate and end date of the next period. We can repeat this process indefinitely to extrapolate GWP for further periods.

The two seemingly arbitrary assumptions of this model - defining each period as the time for GWP to increase by a factor of r, and calculating the next growth rate by multiplying the previous growth rate by some growth multiplier - are both justified by comparison to Roodman’s univariate model. The former assumption in particular corresponds to a core element of Roodman’s model that drives its prediction of super-exponential growth. I discuss this in greater detail in this appendix.

How does the growth multiplier model represent serial correlation?

In Roodman’s model, the median predicted growth for 2020-40 is higher than the observed growth in 2000-20 for two reasons:

1. The model predicts, based on historical data, that when GWP increases growth tends to increase.
2. Growth in 2000-20 was below the model’s median prediction; it treats this as a random and temporary fluctuation, uncorrelated with that of 2020-40; it expects growth to return to the median in 2020-40.

It is Factor 2 that causes the model to go astray, failing to capture the serial correlation between growth in the two periods. Factor 2 alone raises the model’s median prediction for 2019 growth to 7.1%.

The growth multiplier model addresses this problem by predicting growth increases solely on the basis of Factor 1; Factor 2 has no role. Unlike Roodman’s model, it does not track a ‘median’ growth rate as distinct from the actual growth rate; rather, it interprets the current growth rate (whatever it is) as ‘the new normal’ and predicts future growth by adjusting this ‘new normal’ for increases in GWP (Factor 1).

As a result, the growth multiplier model builds in serial correlation between the growth in different periods. If the current growth rate is ‘surprisingly low’ (from the perspective of Roodman’s model) then this will directly affect the next period’s growth rate via the formula new_growth_rate = old_growth_rate × growth_multiplier. In this formula, the role of ‘growth_multiplier’ is to adjust the growth rate for the increase in GWP (Factor 1). The role of old_growth_rate is to link the next period’s growth directly to that of the previous period, encoding serial correlation. A single period of low growth affects all subsequent periods of growth in this way. A single period of low growth affects all subsequent periods of growth in this way. Further, this effect does not diminish over time, as the growth of period i + n is proportional to the growth of period i for all n.

There are possible models that display degrees of serial correlation intermediate between Roodman’s model and the growth multiplier model. I think such models would be more realistic than either extreme, but I have not attempted to construct one. I discuss this possibility more in this appendix.

while I regard Roodman’s predictions as overly aggressive, I regard those of the growth multiplier model as adjusting too much for serial correlation and in this sense being overly conservative. We should expect some return to the longer-run trend.

What are the model’s predictions for my preferred parameters?

The following table describes the two inputs to the growth difference model and what my preferred values for these inputs are:

<table>
<thead>
<tr>
<th>Input</th>
<th>Meaning</th>
<th>Preferred value</th>
<th>Considerations that informed my choice of r</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td>Controls the lengths of the periods that the model divides GWP into.</td>
<td>1.6</td>
<td>If $r$ is too small, the GWP data is too coarse-grained to contain successive data points where GWP only differs by a factor of $r$. For example, GWP increases by a factor of 1.5 between some successive ancient data points.</td>
</tr>
<tr>
<td>Discount rate</td>
<td>How much we discount older data points. A discount of 0.9 means that when GWP was half as big we discount observations by a factor of 0.9, when GWP was 1/4 the size the discount is 0.9², when it was 1/8 the size the discount is 0.9³, and so on.</td>
<td>0.9</td>
<td>If $r$ is too large the assumption that growth is constant within each period is less plausible, and we lose information about how growth changes over shorter periods. For example, if $r &gt; 1.6$ we lose the information that growth was slower from 2010-19 than from 2000 to 2010.</td>
</tr>
</tbody>
</table>

With these inputs the model’s percentile estimates of the first year of explosive growth (sustained > 30% growth) are as follows:

<table>
<thead>
<tr>
<th>Percentile</th>
<th>Explosive growth date</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2036</td>
</tr>
<tr>
<td>30</td>
<td>2058</td>
</tr>
<tr>
<td>50</td>
<td>2093</td>
</tr>
<tr>
<td>70</td>
<td>2197</td>
</tr>
<tr>
<td>90</td>
<td>Never</td>
</tr>
</tbody>
</table>

These probabilistic GWP projections can be shown alongside those of Roodman’s model and the standard story.

See code producing this plot at the bottom of this notebook. (If the link doesn’t work, the colab file can be found in this folder.)

I believe the probabilities from the growth multiplier model are closer than Roodman’s to what it’s reasonable to believe, from an outside-view perspective, conditional on the basic ideas of the explosive growth story being correct.

If we trust the standard story’s view that growth will continue at roughly its current level (1 - 3%) over the next decade or so, then we should decrease the probability of explosive growth by 2100 relative to these plots.

Sensitivity analysis: how do the growth difference model’s predictions change for different inputs?

I investigated how changing both inputs affects the model’s projections. Full details are in this appendix, but I summarize the key takeaways in this section. For reference, Roodman’s percentile predictions about the first year of explosive growth are as follows:

<table>
<thead>
<tr>
<th>Percentile</th>
<th>Explosive growth date</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2034</td>
</tr>
</tbody>
</table>
When I used my preferred inputs, the growth multiplier model differs from Roodman’s in two ways:

- It models serial correlation. This is implicit in the model’s structure.
- It places a larger discount on older data points. This is via my choice of discount rate.

We’ll now investigate the effect of each factor in turn, including how sensitive these are to the choice of $r$.

**A further sensitivity analysis on $r$ shows that using different values of $r$ between 1.05 and 3 could change the median date by ± 10 years in either direction, change the 10th percentile by ± 5 years in either direction, and change the 90th percentile by ± 100s of years.**

### A reasonable discount can delay explosive growth by 20 years

The following table shows information about different discount rates. It shows how severely each discount downweights older data points, and how many years it delays the median predicted date of explosive growth.

<table>
<thead>
<tr>
<th>Discount rate</th>
<th>Weight of older data points (a 2000 data point has weight 100%)</th>
<th>Delay to median date of explosive growth (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1940</td>
<td>1820</td>
</tr>
<tr>
<td>0.95</td>
<td>86%</td>
<td>74%</td>
</tr>
<tr>
<td>0.9</td>
<td>73%</td>
<td>53%</td>
</tr>
<tr>
<td>0.85</td>
<td>61%</td>
<td>38%</td>
</tr>
<tr>
<td>0.8</td>
<td>51%</td>
<td>26%</td>
</tr>
<tr>
<td>0.75</td>
<td>34%</td>
<td>12%</td>
</tr>
<tr>
<td>0.7</td>
<td>22%</td>
<td>5%</td>
</tr>
</tbody>
</table>

I consider values of discount rate equal or lower than 0.8 to be unreasonable. They place overwhelming importance on the last 50 years of data when forecasting GWP over much longer periods of time than this. For long-range forecasts like in this report, I favor 0.9 or 0.95. For reasonable discounts, explosive growth is delayed by up to 20 years.

The effect on the 10th percentile is much smaller (<10 years), and the effect on 70th 90th percentiles is much larger. see this appendix for more details.

### Strengths and limitations of the growth multiplier model

The growth multiplier model is really just an adjustment to Roodman’s model. Its key strength is that it addresses limitations of Roodman’s model while keeping the core elements that drive its prediction of super-exponential growth.
Its prediction of explosive growth invites many criticisms which I address elsewhere. Beyond these, its key limitation is that its modeling choices, considered in isolation, seem arbitrary and unprincipled. They are only justified via comparison to the increasing returns of endogenous growth models. A further limitation is that its description of the evolution of GWP is both inelegant and in certain ways unrealistic. Lastly, a somewhat arbitrary choice about the value of \( r \) must be made, and results are sensitive to this assumption within a couple of decades.

Appendix G: How I decide my overall probability of explosive growth by 2100

The process involves vague concepts and difficult judgement calls; others may not find it useful for deciding their own probabilities. I do not intend for the reasoning to be water-tight, but rather a pragmatic guide to forming probabilities.

Here are my current tentative probabilities for the annual growth of GWP/capita \( g \) over the rest of this century:

- **Explosive growth**, \( g > 30\% \): There’s a period, lasting > 10 years and beginning before 2100, in which \( g > 30\% \): \(~30\%\).
- **Significant growth increase**, \( 5\% < g < 30\% \): There’s no explosive growth but there’s a period, lasting > 20 years and beginning before 2100, in which \( g > 5\% \): \(~8\%\).
- **Exponential growth**, \( 1.5\% < g < 5\% \): There’s no significant growth increase and average growth stays within its recent range of values: \(~25\%\).
- **Sub-exponential growth**, \( g < 1.5\% \): We never have a significant growth increase, and average annual growth is near the bottom or below its recent range: \(~40\%\).

I’ve rounded probabilities to 1 significant figure, or to the nearest 5%, to avoid any pretence at precision. As a result, the probabilities do not add up to 100%.

Note, the specific probabilities are not at all robust. On a different day my probability of explosive growth by 2100 might be as low as 15% or as high as 60%. What is robust is that I assign non-negligible probability (>10%) to explosive growth, exponential growth, and sub-exponential growth.

The diagram below summarizes the process I used to determine my probabilities. I use the toy scenario of ‘AI robots’ discussed in the main report to help me develop my probabilities. Each AI robot can replace one human worker, and do the work more cheaply than a human worker. I use this scenario because it is concrete and easy to represent in economic models: AI robots allow capital to substitute perfectly for labour in goods production and knowledge production.
The following sections go through the diagram, explaining my decisions at each node. I recommend readers keep the diagram open in a tab to help them follow the logic. At several points, I feel I’ve been somewhat conservative about the probability of explosive growth; I indicate these as I go.

**Will we develop AI robots (or AIs with a similar impact on growth) in time for explosive growth to occur by 2100?**

I split this into two sub-questions:

1. What level of AI is sufficient for explosive growth (assuming AI robots would drive explosive growth)?
2. Will we develop this level of AI in time for explosive growth to occur by 2100?

**What level of AI is sufficient for explosive growth (assuming AI robots would drive explosive growth)?**

What’s the lowest level of AI that would be sufficient for explosive growth, assuming AI robots would be sufficient?
My view on this question is mostly informed by studying the growth models that imply AI robots would drive explosive growth. I analyze models one by one here, and draw my conclusions here. My (rough) conclusion is that ‘explosive growth would require AI that substantially accelerates the automation of a very wide range of tasks in production, R&D, and the implementation of new technologies.’ This would require very rapid progress in both disembodied AI and in robotics.

Consider a ‘virtual worker’ – AI that can do any task a top quality human worker could do working remotely (it could be one AI system, or multiple working together). I believe, for reasons not discussed in this report, that a virtual worker would probably enable us to quickly develop the level of robotics required for explosive growth.

I use a ‘virtual worker’ as my extremely rough-and-ready answer to ‘what’s the lowest level of AI that would drive explosive growth?’. Of course, it is possible that a virtual worker wouldn’t be sufficient, and also possible that a lower level of AI would be sufficient for explosive growth.

**Will we develop a ‘virtual worker’ in time for explosive growth to occur by 2100?**

There are two sub-questions here.

1. By when must we develop a virtual worker for there to be explosive growth by 2100?
2. How likely are we to develop a virtual worker by this time?

I have not investigated the first sub-question in depth. In the growth models I’ve studied for this report, it seems that even in the ‘AI robot’ scenario it could take a few decades for growth to increase to 30%, 209 So I provisionally treat 2080 as the answer to the first sub-question. For reasons not discussed in this report, I believe this is conservative and that developing a virtual worker would drive explosive growth within years rather than decades.

The second sub-question is then ‘How likely are we to develop a virtual worker by 2080?’. My view on this is informed by evidence external to this report:

- **Expert forecasts** may about when high-level machine intelligence will be developed.
  - If this was my only source of evidence I would assign ~45% by 2080.
  - A framework by my colleague Ajeya Cotra analyzing when the computation required to develop TAI will be affordable.
    - Her high-end estimate assigns ~90% probability by 2080.
    - Her best-guess estimate assigns ~70% probability by 2080.
    - Her low-end estimate assigns ~40% probability by 2080.
  - My own report on what prior we should have about when Artificial General Intelligence is developed.
    - My high-end estimate assigns ~30% probability by 2080.
    - My best-guess estimate assigns ~15% probability by 2080.
    - My low-end estimate assigns ~4% probability by 2080.

Personally, I put most weight on Ajeya’s framework (0.7), and roughly similar weight to the other two sources of evidence (~0.15 each). Conditional on Ajeya’s framework, I am closer to her low-end estimate than her best guess, at around 50% probability by 2080. Overall, I’m currently at around ~45% that we will develop a virtual worker by 2080.

This explains my reasoning about the top-level node of the diagram. The next section looks at the nodes on the left hand side of the diagram, assuming we do develop a ‘virtual worker’, the section after looks at the right hand side of the diagram.

**Assuming we do develop AI with a similar impact on growth to AI robots (left fork)**

**Would AI robots drive explosive growth, absent any unintended bottlenecks?**

Another way to understand this question is: Do AI robots have a strong tendency to drive explosive growth?

My opinion here is influenced by the history of economic growth and the choice between different growth models:

- **There are broadly speaking two classes of theories: accumulation models and idea-based models. In accumulation models, the ultimate source of growth in GDP/capita is the accumulation of physical or human capital. In idea-based models, the ultimate source of growth is targeted R&D leading to technological progress.**

- **Idea-based models imply that AI robots would lead to explosive growth, when you use realistic parameter values.**
  - These models have increasing returns to inputs as a central feature, but do not predict super-exponential growth as labour is not accumulable. With AI robots there are increasing returns to accumulable inputs which can drive super-exponential growth.
  - I analyze many of these models in Appendix C subbing in the AI robot scenario. I find that the increasing returns to accumulable inputs drives super-exponential growth when you use realistic parameter values.
  - Idea-based models offer a simple and plausible account of very long-run growth, according to which increasing returns to accumulable inputs has caused growth to increase over time.
    - They are compatible with the importance of one-off structural transitions occurring around the industrial revolution.
  - Appendix B argues that some idea-based theories (semi-endogenous growth models) offer the best explanation of the recent period of exponential growth.
- **For accumulation-based models, the link between AI and growth is less clear but it’s still plausible that AI robots would drive explosive growth conditional on these models.**
  - Many of these models imply that the AI robot scenario would lead to explosive growth.
    - For example, the learning by doing model of Arrow (1962) or the human capital accumulation model of Lucas (1988).
  - It’s possible to dismiss this prediction as an unintended artifact of the model, as the primary mechanism generating sustained growth in these models (capital accumulation) has no strong intuitive link with AI. This is in contrast to idea-based models, where there is an obvious intuitive way in which human-level AI would speed up technological progress.
  - Some accumulation theories don’t imply that the AI robot scenario would cause explosive growth.
    - For example, see Frankel (1962), or simply a CES production function with the elasticity of substitution between labour and capital greater than 1.
    - I suggest these models face serious problems.
  - Appendix B argues that accumulation theories require problematic knife-edge conditions for exponential growth.
Could Advanced AI Drive Explosive Economic Growth?

- Growth accounting exercises, e.g. Fernald and Jones (2014), find that TFP growth accounts for the majority of growth rather than the accumulation of physical or human capital. This gives us reason to prefer idea-based models.

- Overall, I put ~80% weight on idea-based theories.

- Exogenous growth models can be understood as expressing uncertainty about the ultimate driver of growth. Even in a conservative exogenous growth model, where a fixed factor places diminishing returns on labour and capital in combination, capital substituting for labour in goods production can cause a significant one-time increase in growth (although this may not be sufficient for >30% annual growth).

So, overall, would AI robots this century drive explosive growth, assuming there are no unanticipated bottlenecks? My starting point is the 80% weight I put on idea-based models, based on their explanation of very long-run growth and the recent period of constant growth. I bump this up to 90% as various exogenous models and accumulation-based models also imply that AI robots would drive explosive growth. Lastly, I cut this back to 80% based on the possibility that we can’t trust the predictions of these models in the new regime where capital can entirely replace human labour.

Most of the 20% where AI robots don’t have a tendency to drive explosive growth corresponds to none of our theories being well suited for describing this situation, rather than to any particular alternative model.

So I put ~80% on AI robots driving explosive growth, absent unanticipated bottlenecks.

Will there be unanticipated bottlenecks?

I have done very little research on this question. Above, I briefly listed some possible bottlenecks along with reasons to think none of them are likely to prevent explosive growth. I put ~25% on a bottleneck of this kind preventing explosive growth.

This means my prior(explosive growth | AI robots this century) = 0.8 × 0.75 = ~60%. If I had chosen this probability directly, rather than decomposing it as above, I’d have picked a higher number, more like 75%. So the ‘60%’ may be too low.

If there is an unanticipated bottleneck, when will it apply?

This corresponds to the node ‘Does the bottleneck apply before g>5%?’.

Suppose we develop AI that has a strong tendency to drive explosive growth, but it doesn’t due to some bottleneck. How fast is the economy growing when the bottleneck kicks in?

Large countries have grown much faster than 5% before, suggesting the bottleneck probably kicks in when g > 5%. In addition, there’s a smaller gap between the current frontier growth (~2%) and 5% than between 5% and 30%.

On the other hand, it’s possible that the unknown bottleneck is already slowing down frontier growth, suggesting it would limit growth to below 5%.

Somewhat arbitrarily, I assign 80% to the bottleneck kicking in when g > 5%, and 20% to it kicking in when g <5%.

If we develop a “virtual worker” but it has no tendency to drive explosive growth, will growth slow down?

This corresponds to the left-hand node ‘Will growth slow down?’.

My first pass is to fall back on the scenario where we don’t make impressive advances in AI at all (I discuss this scenario below). This implies ~65% to sub-exponential growth and ~35% to exponential growth. I give 50% to each because highly advanced AI might help us to sustain exponential growth even if it has no tendency to produce explosive growth.

Assuming we don’t develop AI robots, or AI with similar impacts on growth (right fork)

Is there explosive growth anyway?

If we are skeptical of the explanations of why growth increased in the past, and why it has recently grown exponentially, we may be open to growth increasing significantly without this increase being driven by AI. Growth has increased in the past, perhaps it will increase again.

Even if we can’t imagine what could cause such an increase, this is not decisive evidence against there being some unknown cause. After all, hypothetical economists in 1600 would have been unlikely to imagine that the events surrounding the industrial revolution would increase growth so significantly. Perhaps we are just as much in the dark as they would have been.

Further, brain emulation technology[1] could have similar effects on growth to advanced AI, allowing us to run human minds on a computer and thus making population accumulable. Perhaps radical biotechnology could also boost the stock of human capital and thus the rate of biotechnological progress.

I currently assign 2% to this possibility, though this feels more unstable than my other probabilities. It’s low because I put quite a lot of weight in the specific growth theories that imply that super-exponential growth was fueled by super-exponential growth in the human population (or the research population) and so wouldn’t be possible again without advanced AI or some tech that expanded the number or capability of minds in an analogous way; I’m conservatively assigning low probabilities to these other technologies. I think values as high as 5-10% could be reasonable here.

If there isn’t explosive growth anyway, does growth slow down?

This corresponds to the right-hand node “Will growth slow down?”.

I put ~75% weight in semi-endogenous growth theories, which is my first-pass estimate for the probability of sub-exponential growth in this scenario.

You could try to account for further considerations. Even if semi-endogenous growth theory is correct, g could still exceed 1.5% if the fraction of people working in R&D increases fast enough, or if other factors boost growth. On the other hand, even if semi-endogenous growth theory is wrong, growth could slow for some reason other than slowing population growth (e.g. resource limitations). I assume these considerations are a wash.

I do make one more adjustment for the effect of AI. Even if we don’t develop AIs with comparable growth effects to AI robots, AI might still increase the pace of economic growth. Aghion et al. (2017) focus on scenarios in which AI automation boosts the exponential growth rate. I assign 10% to this possibility, and so give 65% to sub-exponential growth in this scenario.
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Technical appendices

Glossary

GDP

- Total stuff produced within a region, with each thing weighted by its price.

GWP

- Total amount of stuff produced in the whole world, with each thing weighted by its price.

GDP per capita

- GDP of a region divided by the region’s total population.
- So GWP/capita is GWP divided by the world population.

Frontier GDP

- GDP of developed countries on the frontier of technological development. These countries have the highest levels of technology and largest GDP/capita.
- Often operationalized as OECD countries, or just the USA.

Physical capital

- Machinery, computers, buildings, intellectual property, branding - any durable asset that helps you produce output.
- I often refer to this as merely ‘capital’.
- Doesn’t include land or natural resources.

Human capital

- Human skills, knowledge and experience, viewed in terms of its tendency to make workers more productive.

Total factor productivity (TFP) growth

- Increase in output that can’t be explained by increases in inputs like labor and capital.
- If TFP doubles, but all inputs remain the same, output doubles.
- TFP increases correspond to better ways of combining inputs to produce output, including technological progress, improvements in workflows, and any other unmeasured effects.
- In the report I often don’t distinguish between TFP growth and technological progress.

Exponential growth

- Example 1: the number of cells doubling every hour.
- Example 2: the number people infected by Covid doubling every month.
- Example 3: GWP doubling every 20 years (as it does in some projections).
- Definition 1: when ‘doubling time’ stays constant.
- Definition 2: when a quantity increases by a constant fraction each time period.

\[ y_{t+1} = y_t (1 + g) \]

- US GDP / capita has grown exponentially with \( g = 1.8\% \) for the last 150 years. The doubling time is ~40 years.

Super-exponential growth

- When the growth rate of a quantity increases without bound (e.g 1% one year, 2% the next year, 3% the next year…).
- One example would be \( y_{t+1} = y_t (1 + ky_t) \).
- The time taken for the quantity to double falls over time.
- Examples:
  - In ancient times it took 1000s of years for GWP to double, but today GWP doubles much faster. GWP doubled between 2000 and 2019.
  - Some solutions to endogenous growth models imply GWP will increase super-exponentially.
  - When univariate endogenous growth models are fit to historical GWP data from 10,000 BCE, they typically imply growth is super-exponential and that GWP will go to infinity in finite time.

Sub-exponential growth

- When the growth rate of a quantity decreases over time (e.g 1% one year, 0.5% the next year, 0.2% the next year…).
- One example would be \( y_{t+1} = y_t (1 + k/y_t) \).
- Another example is simply linear growth \( y_{t+1} = y_t + k \).
The time taken for the quantity to double increases over time.

Examples:
- The world’s population has doubled since 1973, but UN projections imply it will not double again this century.
- Some solutions to endogenous growth models that imply GWP will increase sub-exponentially. In these models growth ultimately plateaus.
- When univariate endogenous growth models are fit to historical GWP data from 1950, they typically imply growth is sub-exponential and that GWP will plateau.

Constant returns to scale
- If the inputs to production all double, the output doubles.
- For example, suppose output is created by labor and capital. Mathematically, we write this as $Y = F(L, K)$. Constant returns to scale means that $F(2L, 2K) = 2Y$.

Increasing returns to scale
- If the inputs to production all double, the output more than doubles.
- For example, suppose output is created by labor, capital and technology. Mathematically, we write this as $Y = F(L, K, A)$. Increasing returns to scale means that $F(2L, 2K, 2A) > 2Y$.

Exogenous growth model
- Growth model where the ultimate driver of growth lies outside of the model.
- E.g. in the Solow-Swan model growth is ultimately driven by the growth of inputs that are assumed to grow exponentially. The growth of these inputs is the ultimate source of growth, but it isn’t explained by the model.
- Technological progress is not explained by exogenous growth models.

Endogenous growth model
- Growth model that explains the ultimate driver of growth.
- E.g. Jones (2001) describes dynamics governing the increase in population and of technology, and the growth of these inputs is the ultimate source of growth.
- Typically endogenous growth models explain the growth of technology.

Classifications of growth models
I introduce some of my own terminology to describe different types of growth models.

Long-run explosive models predict explosive growth by extrapolating the super-exponential trend in very long-run growth. I argue they should only be trusted if population is accumulable (in the sense that more output → more people).

Idea-based models explain very long-run super-exponential growth by increasing returns to accumulable inputs, including non-rival technology. They include long-run explosive models and models that have a demographic transition dynamic such as Jones (2001) and Galor and Weil (2000).

Step-change models. These models of very long-run growth emphasize a structural transition occurring around the industrial revolution that increases growth. They stand in contrast to models, like long-run explosive models, that emphasize the increasing return mechanism and predict growth to increase more smoothly over hundreds and thousands of years.

Explosive growth models predict that perfect substitution between labor and capital would lead to explosive growth.

Models of very long-run growth that involve increasing returns
The purpose of the literature on very long run growth is to understand both the long period of slow growth before the industrial revolution and the subsequent take-off from stagnation and increase in growth.

I focus on two models on very long-run growth - Jones (2001) and Galor and Weil (2000). They are both characterized by increasing returns to accumulable inputs until a demographic transition occurs. Both these models predict super-exponential growth before the demographic transition, and exponential growth after it.

For both models I:
- Discuss the mechanisms by which they initially produce super-exponential growth, comparing them to the mechanisms of long-run explosive models.
- Explain how these models later produce exponential growth.
- Analyze the mechanisms why these models preclude explosive growth, and suggest that highly substitutable AI could prevent these mechanisms from applying.

Jones (2001)
The model
There are two accumulable factors in this model: technology $A$ and labor $L$. There is also a fixed supply of land, $T$. They are combined together to create output in the following equation:

$$Y = A^\alpha L^\beta T^{1-\beta}$$

where $L_T$ is the amount of labor spent on producing output (people choose to divide their time between three activities: producing output, doing research, and having children).

Improvements in technology are determined by:

$$\dot{A} = \delta A^\theta L_A^\lambda$$
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Institutions

For this is the reinvestment equation commonly used for capital, and AI systems would be a form of capital.

If the increase in the stock of generalized labor (generalized labor = human labor + AI labor) is proportional to output, then seems more reasonable.

could increase the effective size of the labor force by creating more AI systems. Roodman’s equation for the increase in the labor supply (\( \dot{L} = sY \))

It seems unlikely that either of these limits would apply if AI systems were developed that were perfectly substitutable with human labor. In this case, we

However, even without this mechanism, there is a limit to how long super-exponential growth could proceed in this model. This limit is the maximum

Precluding explosive growth

Explosive growth in this system requires \( \dot{L}_L \) to keep rising until it pushes up \( g_A \) and \( g_Y \) to the point where \( g_L > 30\% \). The model has two mechanisms that prevent this from happening.

The first we’ve already seen. \( \dot{L}_L \) only increases with per capita income up to a point; beyond this point \( \dot{L}_L \) falls. This represents the demographic transition.

In Roodman’s model, the above dynamic continues without limit, and growth becomes ever faster. In Jones’s model, by contrast, \( \dot{L}_L \) only increases up to a point (see Figure 2 on p. 12). As per capita income increases further, the birth rate falls because wages are high enough that people choose to work over having children. Moreover, the birth rate falls faster than the death rate, which by now is fairly low. This means that \( \dot{L}_L \) decreases. This fall in \( \dot{L}_L \) is the model’s way of representing the demographic transition.

As a result of the fall in \( \dot{L}_L \), \( g_A \) and \( g_Y \) also fall. The model exogenously specifies a minimum for \( g_L \) (via specifying a minimum death rate and birth rate), which determines the long-run values of \( g_A \) and \( g_Y \). The ultimate source of the exponential growth is this exogenous assumption that in the long-run \( g_L \) tends to a constant.

Generating super-exponential growth

Jones places a restriction on \( \lambda \), \( \varphi \), \( \beta \), and \( \sigma \) so that the model is characterized by increasing returns to accumulable factors (see p. 9 [var]). For example, suppose that \( \varphi + \lambda = 1 \), so that there are constant returns in the technology production function to accumulable factors. Then Jones’s restriction simplifies to \( \sigma + \beta > 1 - \) increasing returns in production to the accumulable factors \( A \) and \( L \).

These increasing returns allow the model to generate super-exponential growth. In this sense, the model’s mechanism for generating super-exponential growth is very similar to that of Roodman’s model. Both models produce super-exponential growth via increasing returns to accumulable factors.

However, the details of exactly how labor is accumulated differs between Jones’ and Roodman’s models. In Roodman’s model, a constant fraction of output is reinvested to increase the labor supply\(^2\)

This implies that the growth rate of labor is proportional to per capita income.

By contrast, in Jones’s model labor accumulation is more complex. \( g_L \) is the birth rate minus the death rate. The death rate falls with per capita income. The birth rate initially rises with per capita income because people can achieve subsistence with less work and so have more time to raise children. These combined effects mean that \( g_L \) initially increases with per capita income.

Although Jones does not have direct proportionality between \( g_L \) and per capita income, the initial behavior is similar to that of Roodman’s model. In both cases, higher per capita income drives a higher \( g_L \) which drives increases to \( g_A \) and \( g_Y \). The following super-exponential feedback loop is present in both models:

Higher per capita income → higher \( g_L \) → higher \( g_A \) and \( g_Y \) → even higher per capita income…

Generating exponential growth

In Roodman’s model, the above dynamic continues without limit, and growth becomes ever faster. In Jones’s model, by contrast, \( g_L \) only increases up to a point (see Figure 2 on p. 12). As per capita income increases further, the birth rate falls because wages are high enough that people choose to work over having children. Moreover, the birth rate falls faster than the death rate, which by now is fairly low. This means that \( g_L \) decreases. This fall in \( g_L \) is the model’s way of representing the demographic transition.

As a result of the fall in \( g_L \), \( g_A \) and \( g_Y \) also fall. The model exogenously specifies a minimum for \( g_L \) (via specifying a minimum death rate and birth rate), which determines the long-run values of \( g_A \) and \( g_Y \). The ultimate source of the exponential growth is this exogenous assumption that in the long-run \( g_L \) tends to a constant.

Precluding explosive growth

Explosive growth in this system requires \( g_L \) to keep rising until it pushes up \( g_A \) and \( g_Y \) to the point where \( g_L > 30\% \). The model has two mechanisms that prevent this from happening.

The first we’ve already seen. \( g_L \) only increases with per capita income up to a point; beyond this point \( g_L \) falls. This represents the demographic transition.

However, even without this mechanism, there is a limit to how long super-exponential growth could proceed in this model. This limit is the maximum number of children a person can have. People have a finite supply of time, and in the model they must use a fixed amount of time on each of their children. This limits birth rate, and so places another (higher) cap on \( g_L \).

It seems unlikely that either of these limits would apply if AI systems were developed that were perfectly substitutable with human labor. In this case, we could increase the effective size of the labor force by creating more AI systems. Roodman’s equation for the increase in the labor supply (\( L = sY \)), in which the increase in the stock of generalized labor (generalized labor = human labor + AI labor) is proportional to output, then seems more reasonable. For this is the reinvestment equation commonly used for capital, and AI systems would be a form of capital.
Jones gets a better fit to the long-run historical data on GDP/capita and population when he models institutions that encourage innovation, like property rights and patents. He crudely represents these with a parameter $\pi$ that controls the proportional of income paid to researchers. $\pi$ influences how much effort is made to improve technology. He finds that adding shocks that boost $\pi$ allows the model to better imitate the sudden rise in living standards around the time of the industrial revolution. Indeed, Roodman’s model is surprised at the speed of growth at this time.


The general model here is very similar to Jones (2001) in several respects.

- It has accumulable factors technology and labor, and land as a fixed factor.
- Improvements in technology are caused by people having new ideas. As a consequence, larger populations lead to faster technological progress.
- Increases in labor are determined by people’s decisions about how to split their time between work and having children.\(^{221}\)

One significant addition is that parents can invest in educating their children. The more education, the more human capital per person and the faster the pace of technological progress. There are diminishing returns to education on the pace of technological progress.

The general pattern of growth is as follows:

- Initially per capita income is low. People must spend most of their time working to achieve subsistence income, so have few children. The supply of labor, level of technology, and per capita income all grow slowly.
- As per capita income rises, parents can achieve subsistence with less time working, and spend more time having children. The population rises more quickly. This leads to faster technological growth, which in turns leads to faster growth in per capita income.
- There is a positive feedback loop: higher per capita income $\rightarrow$ more people $\rightarrow$ faster technological progress $\rightarrow$ even higher per capita income $\rightarrow$ …
- Once technological progress is fast enough, parents are incentivized to have fewer children. This is because they’re instead incentivized to invest time in their children’s education.
  - This causes growth to increase more quickly for a while with the following feedback loop: faster technological progress $\rightarrow$ better educated people $\rightarrow$ faster technological progress $\rightarrow$ …
  - Eventually this leads population growth to decline: the demographic transition. When population growth declines to 0, the amount of human capital and rate of technological progress are also constant.\(^{222}\)

**Generating super-exponential growth**

Galar and Weil (2000) generates super-exponential growth in an analogous fashion to Jones (2001). As in Jones (2001), the equations by which the factors are accumulated are characterized by increasing returns. Once both endogenous inputs (technology and population) have doubled, the growth rates of both these inputs increase.

The super-exponential feedback loop is roughly as follows:

**Higher per capita income $\rightarrow$ higher $L$ $\rightarrow$ higher $g_A$ and $g_Y$ $\rightarrow$ even higher per capita income…**

Around the industrial revolution, educational investment raises human capital per person and leads to faster increases in growth:

**Higher $g_A$ $\rightarrow$ more educational investment $\rightarrow$ higher human capital per person $\rightarrow$ higher $g_A$**

**Generating exponential growth**

We’ve touched upon the mechanism that generates constant exponential growth. There is a negative feedback loop that returns the growth rate of technology to a fixed point. In brief, the feedback loop is:

**Faster growth $\rightarrow$ smaller population $\rightarrow$ lower growth**

**Slower growth $\rightarrow$ larger population $\rightarrow$ faster growth**

Why the link from growth to population? Parents have to decide whether to spend time on having more children or on educating them; between having fewer better-educated children versus more worse-educated children. They make this choice to maximize the total income of their children (but not their children’s children). A higher growth rate of technology increases the value of education in the market, and so shifts incentives towards fewer better-educated children. Fewer children then reduces the rate of technological growth. The same negative feedback loop happens in reverse if technological growth is too low.

**Faster growth $\rightarrow$ incentive to have fewer children $\rightarrow$ population falls $\rightarrow$ slower growth**

**Slower growth $\rightarrow$ incentive to have more children $\rightarrow$ population rises $\rightarrow$ faster growth**

In equilibrium we have:

**Equilibrium growth $\rightarrow$ fixed incentives to have children $\rightarrow$ population constant $\rightarrow$ constant growth**

This negative feedback loop returns the growth rate of technology to a fixed point and then keeps it there.\(^{223}\)

**Precluding explosive growth**

The same negative feedback loop as discussed in the last section explains why super-exponential growth is avoided. If growth ever became too high, the population would decrease until growth settled back down again.

As with Jones (2001), it doesn’t seem like this mechanism would apply if AI systems were developed that were perfectly substitutable with human labor. In this case, we could increase the effective size of the labor force by creating more AI systems, and then increases in labor wouldn’t be limited by the finite amount of time that parents’ can give to childbearing.

Again, Roodman’s equation for the increase in the labor supply ($\Delta L = sY$), in which the increase in the stock of generalized labor (= human labor + AI labor) is proportional to output, seems more reasonable in this hypothetical.
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Summary

There isn’t good quality long-run data on the economic frontier because the frontier changes over time, and old data points are highly uncertain. Here I eyeball data for the USA, England, and France.

The data looks as if growth is super-exponential if you look at data going back to 1700 or earlier. However, when you remove data before 1900 the trend looks roughly exponential.

Graphs of super-exponential growth in frontier GDP/capita

United States (source [109])

[Graph showing GDP per capita, 1650 to 2016]
Total economic output in England since 1270, England, 1270 to 2016

Output is adjusted for inflation and measured in British Pounds in 2013 prices.

Source: GDP in England (using BoE (2017))
Note: Data refers to England until 1700 and the UK from then onwards.
The next two sections analyze the US and English data in a little more detail.

**US per capita GDP growth**

US per capita growth from 1650 looks super-exponential (source [8]). Constant exponential growth would look like a straight line as the y-axis is log.
Even from 1800, there is a trend of super-exponential growth. The red line shows the average growth rate from 1800 - 1890; the blue line shows the average growth rate since then. It looks like growth sped up throughout the 19th century and then maintained at a constant rate.

However, if you restrict the data set to data from 1870 it looks exponential. You can see the slowing growth from 2000.
This pattern of slowing growth since 2000 is confirmed by the data in Vollrath's recent book, *Fully Grown* [79], and by the following data from the world bank [source 115].
It's still super-exponential if you exclude data before 1700:
However, if you restrict the data to post-1800, the super-exponential trend disappears. The trend is well approximated by exponential growth - see the red line. Notice, though, that the average growth rate after WW1 (blue line) is faster than that before it (red line):
Graphs of population growth

Frontier population

US and UK data shows a slight slowing of population growth. This may be offset by more countries joining the economic frontier.

US and UK separately:
US and UK combined:
World population

Population growth is slightly faster in the second half of the 20th century than the first half (source [122]):
Uncertainty about global population vs uncertainty about per capita GWP

This section argues that, for the standard story, uncertainty about GWP/capita is a much bigger source of uncertainty about 2100 GWP than uncertainty about population.

The following plot shows the GWP projections for various assumptions about GWP per capita growth and future population. In particular, I compare projections for the 10th and 90th percentiles of GWP per capita growth and the 5th and 95th percentiles of population. Uncertainty about population affects the GWP projections much less than uncertainty about per capita GWP growth.

Endogenous and exogenous growth models

What's the difference between endogenous and exogenous growth models?

In brief, exogenous growth models stipulate the rate at which technology A changes over time and the growth of technology is the ultimate source of growth in these models. By contrast, endogenous growth explains the ultimate source of growth, often by explaining the increase of technology.

I'll illustrate this difference between endogenous and exogenous growth models by comparing the standard exogenous Solow-Swan model with the endogenous 'learning by doing' model of Frankel (1962).

Both models use the same Cobb-Douglas production function (though with different parameter values):

\[ Y = A^\sigma K^{\alpha} L^{1-\alpha} \]

where:

- \( Y \) is the total output.
- \( A \) is technology.
- \( L \) is the labor input.
- \( K \) is the capital input.

Both models treat \( K \) as endogenous: production \( Y \) is invested into increasing \( K \):

\[ \dot{K} = s_K Y - \delta_K K \]
where $s_K$ jointly represents both the proportion of $Y$ that is invested into capital and how much capital that amount of investment is able to produce, and $\delta_K$ is the rate at which capital loses value due to depreciation. There is a feedback loop between $Y$ and $K$ where $Y$ is invested to increase $K$ (Equation 1), which in turn increases $Y$ (equation 0), which further increases investment in $K$, and so on.

Let's consider the two growth models in turn.

In the exogenous Solow-Swan model, $\sigma = 1$ so the production function is:

$$Y = K^\alpha (AL)^{1-\alpha}$$

Both $A$ and $L$ are assumed to grow at a constant exponential rate:

$$L = L_0 e^{\alpha t}$$
$$A = A_0 e^{\eta t}$$

The feedback loop between $Y$ and the endogenous factors - in this case just $K$ - fizzles out due to the diminishing returns to $Y$ from increases in the endogenous factors. In this model, these diminishing returns correspond mathematically to $\frac{228}{95}$.

As a result, the long-run growth rate of $Y$ is $n + g$ and the long-run growth rate of per capita income $Y/L$ is $g$. Long-run growth is constant because $n$ and $g$ are constant. The constancy of the long-run growth rate is not explained by exogenous growth models, but is rather assumed via their stipulations about $A$ and $L$.

Endogenous growth models allow the rate of technological progress to be determined within the model, e.g. by investment in R&D. There are many endogenous growth models, but I'll use just one example to demonstrate.

In the endogenous model of Frankel (1962), $\sigma = 1$ and so the production function is:

$$Y = AK^\alpha L^{1-\alpha}$$

Crucially, technological progress is endogenous and happens through a process of ‘learning by doing’. As capital is accumulated, technology improves as a by-product. The current level of technology $A$ depends on the total amount of capital $K$ that has been accumulated:

$$A = A_0 K^n$$

Technological progress happens (indirectly) as a result of the investment of output, rather than being exogenous to the model. The constant $\eta$ controls the marginal returns to technology from accumulation of capital. If $\eta > 1$, each successive increment to $K$ increases $A$ by a larger and larger amount. If $\eta < 1$, there’s diminishing returns. Subbing in the expression for $A$ into the production function, we get:

$$Y = A_0 K^{\alpha + \eta} L^{1-\alpha}$$

Labor is treated as exogenous. It turns out that in this model, in contrast to the Solow-Swan model, the long-run growth rate can depend on the actions on the rate of investment in capital $s_K$.

The conditions for super-exponential growth in Frankel’s simple endogenous growth model

We saw that in Frankel’s model the production function is

$$Y = A_0 K^{\alpha + \eta} L^{1-\alpha} \quad (3)$$

where $\alpha < 1$ gives the diminishing marginal returns of $K$ to output, and $\eta$ control the marginal returns of $K$ to technology, $A = A_0 K^\eta$. $K$ can increase due to the investment of output:

$$\dot{K} = s_K Y - \delta_K K \quad (4)$$

It turns out that $Y$ and $K$ grow super-exponentially if $\alpha + \eta > 1$. To understand why, substitute (3) into (4) and then divide both sides of (4) by $K$ to get $K$’s growth rate, $\dot{K}/K$:

$$\frac{\dot{K}}{K} = A_0 K^{\alpha - \eta} L^{1-\alpha} - \delta_k$$

$$\frac{\dot{K}}{K} = A' K^{\alpha - \eta} - \delta_k \quad (5)$$

Here I have defined $A' = A_0 L^{1-\alpha}$ to make the dependence on $K$ clearer.

From (5), we see that if $\alpha + \eta > 1$, $K$’s growth rate increases whenever $K$ increases. This is what is meant by super-exponential growth. Intuitively, we have a strong feedback loop between $K$ and $Y$. $Y$ is invested to increase $K$, which in turn increases $Y$, which in turn increases investment into $K$, and so on. This feedback loop doesn’t peter out but gets more and more powerful as there are increasing returns to $Y$ from increments in $K$. This is due to $K$’s dual role as a direct input to production and in increasing the level of technology.

If we believed Frankel’s model, the striking constancy of 20th century growth wouldn’t convince us that long-run growth was constant

In Frankel’s model we have:

$$Y = AK^\alpha (BL)^{1-\alpha}$$
Technology progress from 'learning by doing' is given by:

\[ B = \left( \frac{K}{L} \right)^\gamma \]

For simplicity, let’s assume \( L = 1 \). This implies:

\[ Y = AK^{\alpha + \gamma} \]

Exponential growth requires the knife-edge condition \( \alpha + \gamma = 1 \).

If we truly believed in Frankel’s endogenous growth model and fitted it to data on 20th century US growth, we would conclude that the equality was very nearly satisfied. But we couldn’t use the data to distinguish the possibilities that i) growth is exactly exponential, ii) growth is slightly super-exponential, iii) growth is slightly sub-exponential. With any natural prior over the values of \( \alpha \) and \( \gamma \) our posterior would assign much less probability to option (i) than to (ii) or (iii). If we then extrapolated growth into the future then our probability in (ii) and (iii) would lead us to attach significant weight to explosive growth eventually occurring and significant weight to growth eventually reaching a plateau.

**Roodman’s endogenous growth model**

**Description of Roodman’s univariate stochastic model**

The starting point for Roodman’s univariate endogenous growth model is:

\[ \dot{Y} = sY^{1 + B} + \delta Y \]  

where:

- \( Y \) is output, in this case GWP.
- \( s \) jointly describes the proportion of output invested into increasing future output and the effectiveness of this investment.
- \( \delta \) is the depreciation rate of output.
- \( B \) controls whether growth is sub- or super-exponential. Growth is super-exponential is \( B > 0 \), sub-exponential if \( B < 0 \) and exponential if \( B = 0 \).

Roodman augments (6) through the use of stochastic calculus \[127\], which models the randomness in the change of \( Y \). This introduces an additional term \( W(t) \), a random walk \[82\] whose cumulative variance at \( t \) units of time equals \( t \) (see Roodman’s paper for more details):

\[ \dot{Y} = sY^{1 + B} + \delta Y + \sigma \sqrt{Y^{1 + B}} \dot{W} \]  

Notice that if \( B = 0 \), the amount of randomness in \( Y \)’s evolution is proportional to \( \sqrt{Y} \). \[230\]

So there is an element of randomness in determining \( Y \). This randomness has a persistent effect on the subsequent trajectory. For example, if GWP is boosted by chance in 1800, we would not expect it to regress back to its previous trendline in 1850, but rather to continue to rise at the normal rate from its 1800 value. To put this another way, GWP is modeled as a Markov process \[126\] where the next GWP value depends only on the current value.

**How to quantify how surprised the model is by each data point**

One of the advantages of Roodman’s model is that we can quantify how surprised the model is by each data point, conditional on the previous data points. Suppose we wanted to test how surprised the model is by GWP in 1700. First, we estimate the model parameters using only previous data points, up to 1600. Second, we calculate the probability distribution over GWP in 1700 conditional on the observed GWP in 1600. This probability distribution represents the model’s prediction for GWP in 1700 given all the previous data points. Lastly, we compare the actual GWP in 1700 to this probability distribution. If the actual GWP is higher than the 90th percentile of the probability distribution, the model is surprised at how high GWP was in 1700. If it’s lower than the 10th percentile, the model is surprised at how low it is. If the actual GWP is close to the distribution’s median, it isn’t surprisingly high or surprisingly low.

**Graph of how surprised Roodman’s model is by French GDP/capita data**
The model is surprised by how slow growth is in all the data points after 1870.

Some reasons Roodman’s model’s may underestimate the time until explosive growth occurs

In this section I discuss some technical features of Roodman’s model that lead it to predict explosive growth in just a few decades. These objections motivate the analysis above that explores the robustness of this prediction to changing these features.

Roodman’s model is overly surprised by the industrial revolution and by slow modern day growth because it assumes that random influences on growth at nearby points in time are uncorrelated

One of the advantages of Roodman’s model is that we can quantify how surprised the model is by each data point. Suppose we wanted to quantify how surprised the model is by the value of GWP observed in 1700. We would use the model to generate a probability distribution over 1700 GWP, conditional on all the previous data points. If the actual GWP in 1700 is higher than the 90th percentile of this probability distribution, the model is...
surprised at how high GWP was in 1700. If actual GWP is lower than the 10th percentile, the model is surprised at how low it is. If the actual GWP is close to the distribution’s median, it isn’t surprisingly high or surprisingly low.

Figure 13 of Roodman’s paper shows the percentile of each observation from 1600, each conditioning on the previous ones:

\[
\text{Year} \quad | \quad 1660 \quad 1700 \quad 1820-1870 \quad 1913 \quad 1940 \quad 1950 \quad 1970 \quad 1980 \quad 2000 \quad 2013 \quad 2019
\]

The observations in 1820, 1870 and 1913 are all above the 90th percentile, so the model is consistently surprised by how large growth is in this period. The observations in 1990, 2000, 2010 and 2019 are all below the 30th percentile, indicating that the model is consistently surprised by how low growth is in this period. The correlation between the model’s surprise in successive data points in time is striking.

Part of the reason for this surprise is that the random component of the model does not account for the serial correlation in the random fluctuations affecting successive data points. For example, after the model sees surprisingly high growth in 1820 and 1870 it does not think ‘whatever caused this recent surprisingly high growth might affect the next observation in the same way’; instead it recalculates the random component for the next observation from scratch. This leads it to be consistently surprised by successive observations, rather than adjusting its expectations. The low-frequency econometric methods discussed above can model this kind of serially-correlated deviation from an underlying trend.

Not modeling serial correlation has an impact on the model’s projections of GWP into the future. There are two effects on its GWP projections.

Firstly, the model will not infer from the surprising slowdown in growth observed in the last 50 years that ‘whatever caused this recent slowdown might affect the next observation in the same way’. Rather, the model will treat these recent deviations from its predictions as unrelated to future values of GWP. As a result, it will predict explosive growth sooner than if it had taken serial correlation into account in some way. This problem is highlighted by the model’s median prediction for the 2020 growth rate: 7.1%.

One way to think about this problem is that Roodman’s model expects growth to increase for two reasons:

1. Recent growth is surprisingly low, as judged by the other data points to which the model has been fitted.
2. Growth tends to increase as GWP increases.

Factor 1 causes the median projected growth to jump immediately up to 7.1%, Factor 2 then causes it to increase to 30% by 2044. The next section explores another model in which only Factor 2 plays a role.

The second consequence of not modeling serial correlation is that the model’s uncertainty intervals around future values of GWP are too narrow. Assuming that randomness is uncorrelated between two successive periods reduces your probability that the same extreme outcome will occur in both periods. As a result, you’ll underestimate the probability of these extreme outcomes. To correct for this mistake, you should widen your uncertainty intervals so that they include more extreme outcomes in both directions. Indeed, the model’s confidence intervals do seem too narrow. Its 80% confidence interval for the first year of explosive growth is [2033, 2063].

Roodman’s model doesn’t account for the fact that recent data points are more relevant to future growth than ancient data points

When Roodman estimates his model parameters, he downweights ancient data points to account for our uncertainty about their true values. However, he does not further discount them on the basis that patterns of growth in ancient times are less likely to be relevant to 21st century growth than patterns of growth in modern times. But this additional downweighting seems reasonable. For example, it is possible that in ancient times growth was super-exponential but that we’ve recently moved into a region of sub-exponential growth. To correct for this we could weigh more modern data more heavily when estimating the model parameters, or find some other way for the model to put more weight on recent data points.

Growth multiplier model

Detailed explanation of how the growth multiplier model works

The model takes as its starting point an insight from Roodman’s univariate endogenous growth models: each time GWP increases by a factor of \( r \), the growth rate should be multiplied by some number. To see this, consider Roodman’s univariate endogenous growth (before he adds in randomness):

\[
\dot{Y} = sY^{1+B} + \delta Y
\]

Rearrange this to find the growth rate \( \dot{Y}/Y \) as a function of GWP \( Y \):

\[
\frac{\dot{Y}}{Y} = sY^B + \delta (8)
\]
When Roodman estimates the parameters for this model he finds that $B > 0 > 0$ and the value of $\delta$ is extremely small. As a result, the contribution of $\delta$ to the growth rate for modern day values of $Y$ is negligible (see previous footnote). We can simplify the equation:

$$\dot{Y} / Y = sY^B \quad (9)$$

If $Y$ increases by a factor of $r$, the growth rate is multiplied by $r^B$. Using Roodman's estimated parameters, and letting $r = 2$, growth increases by a factor of $2^{0.55} \approx 1.46$. So Roodman's model predicts that when GWP doubles the growth rate will on average increase by about 46%, although the randomness in his model means the exact amount will vary. In the terminology introduced above, the average value of the growth multiplier is 1.46. This is the basic driver of super-exponential growth in Roodman's model.

This is the basis for the growth multiplier model splitting up time into periods in which GWP changes by a factor $r$, and calculating the difference of growth rates between successive periods as the ratio between their growth rates. Roodman's model suggests that the growth rates should increase by some multiple between periods so-defined.

The growth multiplier model departs from Roodman's model in how it models randomness. Rather than calculating new and independent random contributions each infinitesimal timestep, it models randomness crudely by sampling growth multipliers from the historical data. In essence it asks the question 'What will the ratio be between this period's growth rate and that of the next period?' and answers 'Let's sample randomly from the values of that ratio for analogous periods throughout history'.

Here is a step by step description of how to implement this model for the case of $r = 2$.

- Create a shortened version of Roodman's full GWP dataset where each data point's GWP is twice that of the preceding data point, and the last data point is 2019.
  - Here is a picture of the final three rows of the resultant dataset:

<table>
<thead>
<tr>
<th>Year</th>
<th>GWP (billion 1990 $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>1977</td>
</tr>
<tr>
<td>14</td>
<td>2000</td>
</tr>
<tr>
<td>15</td>
<td>2019</td>
</tr>
</tbody>
</table>

- The full dataset has 16 rows and goes back until 5000 BCE; GWP halves each time until its 5000 BCE value of 2.02.
  - Calculate the average annualized growth rate between each pair of rows:

<table>
<thead>
<tr>
<th>Year</th>
<th>GWP (billion 1990 $)</th>
<th>GWP growth rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>1977</td>
<td>0.03</td>
</tr>
<tr>
<td>14</td>
<td>2000</td>
<td>0.04</td>
</tr>
<tr>
<td>15</td>
<td>2019</td>
<td>NaN</td>
</tr>
</tbody>
</table>

  - The last row reads 'NaN' because we don't know what the average growth rate will be between 2019 and when GWP is twice its 2019 value.
- Calculate the ratio between each pair of successive growth rates. Each ratio is essentially a sampled value for the multiplier on growth rates $2^B$ when GWP doubles:

<table>
<thead>
<tr>
<th>Year</th>
<th>GWP (billion 1990 $)</th>
<th>GWP growth rate</th>
<th>Growth multiplier</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>1977</td>
<td>0.03</td>
<td>1.19</td>
</tr>
<tr>
<td>14</td>
<td>2000</td>
<td>0.04</td>
<td>NaN</td>
</tr>
<tr>
<td>15</td>
<td>2019</td>
<td>NaN</td>
<td>NaN</td>
</tr>
</tbody>
</table>

  - The average growth rate for 2000-2019 was 1.19 times higher than for 1977-2000. So the growth multiplier for the period starting in 1997 is 1.19.
  - The growth rate and growth multiplier of each row combine to give the growth rate of the next row.
- Extrapolate GWP for the period starting in 2019.
  - First calculate the growth rate of the period starting in 2019. Take the previous period's growth rate (0.04), randomly select a growth multiplier (using your discount rate to increase the probability of selecting more recently observed multipliers), and multiply them together. Suppose we selected a growth multiplier of 1.25, then the new growth rate is $0.04 \times 1.25 = 0.05$.
  - Then calculate the length of the period starting in 2019. This can be calculated using the formula $\ln(r) / \ln(1 + g)$, in our case $\ln(2) / \ln(1 + 0.05)$.
  - The GWP at the end of the next period is $2 \times \text{GWP in 2019}$.
  - Repeat the above bullet for the next period (the one following the period starting in 2019). Repeat for as many periods as you wish.

**Models that display a degree of serial correlation intermediate between Roodman’s model and the growth multiplier model**

While in Roodman's model the growth of successive periods are completely unrelated (leaving aside the effect of changing GWP), in the growth multiplier model a period's growth affects growth in all subsequent periods in equal measure. These two models can be seen as occupying opposite ends of a spectrum; an intermediate case would be that a period's growth has a diminishing influence on the growth of future periods.

One concrete example of such an intermediate model would be a version of Roodman’s model with a different random component. We can think of Roodman’s model as sampling the random contribution to the growth rate from a Normal distribution in each timestep (this is how the randomness is implemented in practice). So \( R_t = \epsilon R_{t-1} + N(0, \sigma) \). Instead, the random contribution in time step \( t \) could in part depend in part on the random contribution of the previous timestep: \( R_t = \epsilon R_{t-1} + N(0, \sigma) \), with \( 0 < \epsilon < 1 \). The constant \( \epsilon \) can be adjusted to control the size of serial correlation, the larger it is the larger the degree of serial correlation. The techniques of low frequency forecasting, discussed in the main body, might be appropriate for constructing a model of this kind.

In this terminology, the growth multiplier model is conceptually similar to having \( R_t = R_{t-1} + N(0, \sigma) \). This is because in the growth multiplier model, and in this equation, the following hold:

- The growth rate in period \( i \) has a persistent effect on the growth of all subsequent periods that does not decay over time.
- As a result, the expected size of the deviation of the non-random element of Roodman’s model increases over time. This deviation behaves as a random walk with no tendency to return to 0.

Adding sampled growth multipliers to the list of historically observed growth multipliers

One interesting, and I suspect controversial, feature of the model is that each time a growth multiplier is sampled it is added to the list of historically observed growth multipliers. It is then more likely to be resampled when calculating future periods’ growth rates. In the example in the text, if we sampled \( gm = 1.5 \), then the next time we sampled it would be from the list \([2, 2, 1.5, 0.5, 1.5]\). The intuitive reason for this is that if we observe (for example) slowing growth during the next period, this should increase our probability that the period afterwards will again contain slowing growth. And if we observe slowing growth for the next five periods, our confidence in growth continuing to slow in the sixth period should be higher still. And if we ask the model now ‘what is it reasonable to believe about GWP, conditional upon five periods of slow growth’ its predictions for the sixth period should take into account those five periods even though they have not actually happened. By adding observed growth multipliers to the list, I ensure that the five periods of slowing growth are taken into account in this scenario.

More formally, I want the model to satisfy the following desideratum. The model’s current prediction, conditionalized on growth of \( X \) in the next period, is the same as what the model would predict if \( X \) growth actually happened and the model was retrained with the extra data from \( X \). I’ll motivate this desideratum with the same example as above. Suppose we observed five periods of slowing growth and tried to extrapolate GWP with this model. We would of course include the data of the most recent five periods, and this would influence the model’s predictions. If we then ask our current model ‘What should we believe about future GWP conditional on the next five periods containing slowing growth’ our model should give the same answer.

The strongest case for the desideratum comes from an extreme case. Roodman’s model assigns a very tiny probability to GWP staying roughly constant over the next million years. But if you condition on this extreme case and then extrapolate GWP further into the future, the model predicts that GWP would almost certainly start growing quickly again afterwards. In fact, its predictions are identical to if you had simply conditionaled on the historical data. Its conditional predictions are only based on historically observed data, not on the data we’ve asked the model to conditionize on. This makes the model’s conditional predictions unreasonable in this extreme case. But even in non-extreme cases I think it makes the model’s uncertainty intervals too narrow. I believe my desideratum prevents the growth multiplier model from making unreasonable conditional predictions and appropriately increases the uncertainty of its predictions.

If I remove this controversial feature, and only sample from the actual historical data, the main result is to narrow the model’s confidence intervals. With my other preferred inputs, the date by which there’s a 10% chance of explosive growth goes back two years from 2036 to 2038; the date by which there’s a 70% chance of explosive growth moves forward 30 years from 2200 to 2147; the probability that explosion never happens goes from \(~15\%\) to \(0\%. \) The median date of explosive growth comes forward by only three years from 2093 to 2090.

Sensitivity analysis

How does \( r \) affect predictions without a discount rate?

<table>
<thead>
<tr>
<th>Explosive growth date</th>
<th>Percentile</th>
<th>10.00</th>
<th>30.00</th>
<th>50.00</th>
<th>70.00</th>
<th>90.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.05</td>
<td>2030.00</td>
<td>2047.00</td>
<td>2083.00</td>
<td>2237.00</td>
<td>16536.00</td>
<td></td>
</tr>
<tr>
<td>1.10</td>
<td>2030.00</td>
<td>2046.00</td>
<td>2073.00</td>
<td>2158.00</td>
<td>3573.00</td>
<td></td>
</tr>
<tr>
<td>1.20</td>
<td>2032.00</td>
<td>2060.00</td>
<td>2077.00</td>
<td>2148.00</td>
<td>2817.00</td>
<td></td>
</tr>
<tr>
<td>1.30</td>
<td>2034.00</td>
<td>2055.00</td>
<td>2090.00</td>
<td>2183.00</td>
<td>4039.00</td>
<td></td>
</tr>
<tr>
<td>1.40</td>
<td>2035.00</td>
<td>2054.00</td>
<td>2082.00</td>
<td>2157.00</td>
<td>3141.00</td>
<td></td>
</tr>
<tr>
<td>1.50</td>
<td>2032.00</td>
<td>2052.00</td>
<td>2084.00</td>
<td>2157.00</td>
<td>2817.00</td>
<td></td>
</tr>
<tr>
<td>1.60</td>
<td>2035.00</td>
<td>2055.00</td>
<td>2083.00</td>
<td>2148.00</td>
<td>2807.00</td>
<td></td>
</tr>
<tr>
<td>1.70</td>
<td>2031.00</td>
<td>2046.00</td>
<td>2067.00</td>
<td>2108.00</td>
<td>2311.00</td>
<td></td>
</tr>
<tr>
<td>1.80</td>
<td>2030.00</td>
<td>2045.00</td>
<td>2064.00</td>
<td>2104.00</td>
<td>2329.00</td>
<td></td>
</tr>
<tr>
<td>1.90</td>
<td>2032.00</td>
<td>2060.00</td>
<td>2073.00</td>
<td>2127.00</td>
<td>2516.00</td>
<td></td>
</tr>
<tr>
<td>2.00</td>
<td>2034.00</td>
<td>2049.00</td>
<td>2069.00</td>
<td>2110.00</td>
<td>2327.00</td>
<td></td>
</tr>
<tr>
<td>2.50</td>
<td>2034.00</td>
<td>2050.00</td>
<td>2089.00</td>
<td>2107.00</td>
<td>2272.00</td>
<td></td>
</tr>
<tr>
<td>3.00</td>
<td>2034.00</td>
<td>2052.00</td>
<td>2072.00</td>
<td>2102.00</td>
<td>2188.00</td>
<td></td>
</tr>
</tbody>
</table>

### How does $r$ affect predictions with a discount rate of 0.95?

<table>
<thead>
<tr>
<th>Percentile</th>
<th>10.00</th>
<th>30.00</th>
<th>50.00</th>
<th>70.00</th>
<th>90.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.05</td>
<td>2030</td>
<td>2049</td>
<td>2095</td>
<td>2370</td>
<td>Never</td>
</tr>
<tr>
<td>1.10</td>
<td>2031</td>
<td>2049</td>
<td>2084</td>
<td>2217</td>
<td>Never</td>
</tr>
<tr>
<td>1.20</td>
<td>2033</td>
<td>2054</td>
<td>2088</td>
<td>2194</td>
<td>Never</td>
</tr>
<tr>
<td>1.30</td>
<td>2035</td>
<td>2058</td>
<td>2096</td>
<td>2220</td>
<td>Never</td>
</tr>
<tr>
<td>1.40</td>
<td>2037</td>
<td>2056</td>
<td>2086</td>
<td>2175</td>
<td>Never</td>
</tr>
<tr>
<td>1.50</td>
<td>2035</td>
<td>2056</td>
<td>2090</td>
<td>2182</td>
<td>Never</td>
</tr>
<tr>
<td>1.60</td>
<td>2036</td>
<td>2057</td>
<td>2088</td>
<td>2186</td>
<td>Never</td>
</tr>
<tr>
<td>1.70</td>
<td>2033.00</td>
<td>2050.00</td>
<td>2073.00</td>
<td>2121.00</td>
<td>2539.00</td>
</tr>
<tr>
<td>1.80</td>
<td>2032.00</td>
<td>2048.00</td>
<td>2070.00</td>
<td>2117.00</td>
<td>2536.00</td>
</tr>
<tr>
<td>1.90</td>
<td>2034.00</td>
<td>2051.00</td>
<td>2076.00</td>
<td>2132.00</td>
<td>3578.00</td>
</tr>
<tr>
<td>2.00</td>
<td>2036.00</td>
<td>2051.00</td>
<td>2072.00</td>
<td>2116.00</td>
<td>2543.00</td>
</tr>
<tr>
<td>2.50</td>
<td>2036.00</td>
<td>2052.00</td>
<td>2072.00</td>
<td>2107.00</td>
<td>2297.00</td>
</tr>
<tr>
<td>3.00</td>
<td>2035.00</td>
<td>2054.00</td>
<td>2074.00</td>
<td>2109.00</td>
<td>2234.00</td>
</tr>
</tbody>
</table>

### How does $r$ affect predictions with a discount rate of 0.9?

<table>
<thead>
<tr>
<th>Percentile</th>
<th>10.00</th>
<th>30.00</th>
<th>50.00</th>
<th>70.00</th>
<th>90.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.05</td>
<td>2031</td>
<td>2052</td>
<td>2110</td>
<td>2727</td>
<td>Never</td>
</tr>
<tr>
<td>1.10</td>
<td>2032</td>
<td>2052</td>
<td>2098</td>
<td>2388</td>
<td>Never</td>
</tr>
<tr>
<td>1.20</td>
<td>2035</td>
<td>2058</td>
<td>2101</td>
<td>2282</td>
<td>Never</td>
</tr>
<tr>
<td>1.30</td>
<td>2035</td>
<td>2060</td>
<td>2108</td>
<td>2319</td>
<td>Never</td>
</tr>
<tr>
<td>1.40</td>
<td>2037</td>
<td>2059</td>
<td>2094</td>
<td>2212</td>
<td>Never</td>
</tr>
<tr>
<td>1.50</td>
<td>2036</td>
<td>2060</td>
<td>2101</td>
<td>2246</td>
<td>Never</td>
</tr>
<tr>
<td>1.60</td>
<td>2037</td>
<td>2059</td>
<td>2094</td>
<td>2205</td>
<td>Never</td>
</tr>
<tr>
<td>1.70</td>
<td>2035</td>
<td>2053</td>
<td>2080</td>
<td>2143</td>
<td>Never</td>
</tr>
<tr>
<td>1.80</td>
<td>2033</td>
<td>2051</td>
<td>2077</td>
<td>2139</td>
<td>Never</td>
</tr>
<tr>
<td>1.90</td>
<td>2034</td>
<td>2052</td>
<td>2081</td>
<td>2153</td>
<td>Never</td>
</tr>
<tr>
<td>2.00</td>
<td>2036</td>
<td>2052</td>
<td>2075</td>
<td>2128</td>
<td>Never</td>
</tr>
<tr>
<td>2.50</td>
<td>2037</td>
<td>2054</td>
<td>2074</td>
<td>2113</td>
<td>2383</td>
</tr>
<tr>
<td>3.00</td>
<td>2036</td>
<td>2056</td>
<td>2077</td>
<td>2119</td>
<td>2605</td>
</tr>
</tbody>
</table>

### How does $r$ affect predictions with a discount rate of 0.85?

<table>
<thead>
<tr>
<th>Percentile</th>
<th>10.00</th>
<th>30.00</th>
<th>50.00</th>
<th>70.00</th>
<th>90.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.05</td>
<td>2030</td>
<td>2049</td>
<td>2095</td>
<td>2370</td>
<td>Never</td>
</tr>
<tr>
<td>1.10</td>
<td>2031</td>
<td>2049</td>
<td>2084</td>
<td>2217</td>
<td>Never</td>
</tr>
<tr>
<td>1.20</td>
<td>2033</td>
<td>2054</td>
<td>2088</td>
<td>2194</td>
<td>Never</td>
</tr>
<tr>
<td>1.30</td>
<td>2035</td>
<td>2058</td>
<td>2096</td>
<td>2220</td>
<td>Never</td>
</tr>
<tr>
<td>1.40</td>
<td>2037</td>
<td>2056</td>
<td>2086</td>
<td>2175</td>
<td>Never</td>
</tr>
<tr>
<td>1.50</td>
<td>2035</td>
<td>2056</td>
<td>2090</td>
<td>2182</td>
<td>Never</td>
</tr>
<tr>
<td>1.60</td>
<td>2036</td>
<td>2057</td>
<td>2088</td>
<td>2186</td>
<td>Never</td>
</tr>
<tr>
<td>1.70</td>
<td>2033.00</td>
<td>2050.00</td>
<td>2073.00</td>
<td>2121.00</td>
<td>2539.00</td>
</tr>
<tr>
<td>1.80</td>
<td>2032.00</td>
<td>2048.00</td>
<td>2070.00</td>
<td>2117.00</td>
<td>2536.00</td>
</tr>
<tr>
<td>1.90</td>
<td>2034.00</td>
<td>2051.00</td>
<td>2076.00</td>
<td>2132.00</td>
<td>3578.00</td>
</tr>
<tr>
<td>2.00</td>
<td>2036.00</td>
<td>2051.00</td>
<td>2072.00</td>
<td>2116.00</td>
<td>2543.00</td>
</tr>
<tr>
<td>2.50</td>
<td>2036.00</td>
<td>2052.00</td>
<td>2072.00</td>
<td>2107.00</td>
<td>2297.00</td>
</tr>
<tr>
<td>3.00</td>
<td>2035.00</td>
<td>2054.00</td>
<td>2074.00</td>
<td>2109.00</td>
<td>2234.00</td>
</tr>
</tbody>
</table>
I've highlighted my preferred inputs and preferred output in **bold**.

### Median singularity date by $r$ and discount rate

I don't trust values of $r<1.5$ for two reasons.

1. **We would need to know how the average growth rate changed when GWP increased by a factor of (e.g.) 1.3. But the historical GWP data is often too coarse-grained to contain data about this for some periods. For example, within some periods each GWP data point is 1.5X as large as the previous data point; within such periods there's no information on how growth changed when $r$ increased by less than a factor of 1.5. We have to interpolate the GWP data, assuming that the growth rate didn't change in these periods.**

2. **As $r$ becomes smaller, we're more likely to pick up the effects of business cycles that aren't relevant to the economy's potential for long-term growth. Such cycles involve growth increasing and then immediately decreasing again; these changes are negatively correlated such that they cancel out of the medium term. But the growth difference model will treat these changes as uncorrelated (it samples randomly from the growth multipliers), and will subsequently overestimate the propensity for the growth rate to significantly change.**

### Elaborations on objections to long-run explosive models

#### How do the predictions of the explosive growth story change if we omit old data points?

I did a sensitivity analysis on the effect of removing ancient data points. The following table summarizes the predictions of Roodman's model and the growth multiplier model for data sets that begin at various different times.

<table>
<thead>
<tr>
<th>Earliest data point</th>
<th>-10,000 BCE</th>
<th>-2000 BCE</th>
<th>1 CE</th>
<th>1000 CE</th>
<th>1300 CE</th>
<th>1600 CE</th>
<th>1800 CE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roodman (2020)</td>
<td>2043</td>
<td>2046</td>
<td>2051</td>
<td>2091</td>
<td>2098</td>
<td>2171</td>
<td>2213</td>
</tr>
<tr>
<td>Growth differences model</td>
<td>2036</td>
<td>2035</td>
<td>2038</td>
<td>2037</td>
<td>2043</td>
<td>2059</td>
<td></td>
</tr>
</tbody>
</table>
Could Advanced AI Drive Explosive Economic Growth?

[Note: Roodman’s model is not a good fit to the data sets starting in 1300, 1600 and 1800; small changes in the model, data or optimization methods might change its predictions by several decades (see most recent footnote for an example). Similarly, using a different value of \( r \) in the growth multiplier model can change the result by several decades.]

The prediction of super-exponential growth is robust to removing data points until 1800; the prediction of explosive growth by 2100 is robust to removing the data points until 1300. Again, if you made further adjustments based on thinking \( \text{AI} \) won’t increase growth for several decades, this would cause a further delay to the predicted date of explosive growth.

You’re only predicting explosive growth because of the industrial revolution

The step-change hypothesis vs the increasing-returns mechanism

Summary of objection: Yes, in ancient times growth rates were very low. And yes, in modern times growth rates are much higher. But this is just because the industrial revolution caused a step-change in growth rates. There’s no persistent trend of super-exponential growth beyond the one-off change caused by the industrial revolution. So the explosive growth story is wrong.

Response: I find this objection plausible but indecisive.

We can compare two hypotheses.

1. Growth increased gradually - ‘smooth increase’ hypothesis.
   - This is implied by the increasing-returns mechanism in long-run explosive models.
2. There was a one-off discrete increase around the industrial revolution - ‘step change’ hypothesis.

If you eyeball the long-run GWP data, it doesn’t look like there is a step change in growth. I calculated the annualized growth rate between successive GWP data points, and looked at how this changed over time.\(^{240}\)

It looks as if growth increased fairly steadily until the second half of the 20th century. That said, the data is highly uncertain, and it’s definitely possible that the true data would show a step-change pattern. Especially if the step-change is understood as having occurred over a few centuries.
A similar story seems to be true of GWP per capita and frontier GDP per capita, although this is much harder to discern due to the lack of long-run data. Here’s GWP per capita.

This data is even more uncertain, and so again the true data could show a clearer step-change pattern.

Here’s French GDP per capita - a (flawed) proxy for GDP per capita on the economic frontier.241
This data shows something like a step-change around 1800.

Overall, while it looks to me that the data fits better with the ‘smooth increase’ hypothesis, the data are highly uncertain and provide very little evidence between the two hypotheses.

Note, there may be other reasons to prefer the ‘smooth change’ theory. It’s implied by the plausible-seeming increasing-returns mechanism that features in idea-based theories. Further, even if you accept the step-change hypothesis, I suggest you should still not rule out explosive growth (see more).

The following section provides a little further evidence that the data supports the smooth change theory. Even excluding data before/after the industrial revolution, there seems to be evidence of increasing growth.

Investigation: Is super-exponential growth only due to the industrial revolution?

I investigated whether the prediction of explosive growth was robust to omitting data before and after the industrial revolution. In particular, I fit Roodman’s model and the growth multiplier model on pre-1600 data and post-1800 data. The following table summarizes the predictions of both models about these two data sets.

<table>
<thead>
<tr>
<th>When is there an x% change of explosive growth?</th>
<th>Data set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10,000 BCE - 2020</td>
</tr>
<tr>
<td>50%</td>
<td>2043</td>
</tr>
<tr>
<td>Roodman (2020)</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>2036</td>
</tr>
<tr>
<td>Growth differences model</td>
<td>50%</td>
</tr>
<tr>
<td></td>
<td>90%</td>
</tr>
</tbody>
</table>

The data shows growth increasing either side of the industrial revolution, but not fast enough for Roodman’s model to predict explosive growth by 2100.

(Note: it is not surprising that Roodman’s model predicts explosive growth happening eventually. As long as growth has increased on average across the data set, the model will find super-exponential growth and predict an eventual singularity (growth going to infinity).)

The plot below shows pre-1600 GWP vs growth data. It does not look like an exponential model would be a good fit to this data (it would be a horizontal line) and indeed Roodman’s model assigns virtually no weight to values of B close to 0.243. To me, it seems that a super-exponential curve is a natural fit. If we treat the cluster at the bottom right as anomalous, it looks as if Roodman’s model might be a better visual fit when it’s estimated with the full
If you do not trust the GWP data (see earlier objection) you should be particularly hesitant to accept the suggestion that super-exponential growth is present in the pre-1600 data. See this write up by Ben Garfinkel for a more detailed investigation into whether the pre-industrial era contains evidence of super-exponential growth. He finds very little evidence of smooth super-exponential growth and he views the pre-industrial data he used as highly unreliable.

**Possible explanation for exponential growth in Perretto’s model**

The key question about this model from the perspective of this report is:

Why does $N$ grow just fast enough to curb the explosive growth potential of $Z$, but not fast enough to make long-run growth sub-exponential (tending to 0 in the long run)?

My best attempt is the following argument that by the time $Z$ has doubled, the technology investment per firm also doubles, and so $\dot{Z}$ doubles. This implies exponential growth.

Here’s the argument:

In the model the cost of creating a new firm must always be equal to the firm’s total revenue (more precisely, the discounted revenue stream that a firm provides). If the costs are lower than this, more firms will be created, lowering the per-firm revenue. (Although having more firms increases total output, it decreases output per firm and so decreases revenue per firm.) So in market equilibrium, the costs equal the revenue.

The cost of creating a firm is assumed to be proportional to $Z$. So we can argue as follows: $Z$ doubles → the cost of creating a firm doubles → the revenue from each firm doubles.

Now, further assume that each firm invests a constant fraction of its revenue in technology investment (this only happens if this investment maximizes their profits; for now we just assume it). Then we can argue: the revenue from each firm doubles → per firm investment in technology doubles → $\dot{Z}$ doubles.

Putting these arguments together we get: $Z$ doubles → the cost of creating a firm doubles → the revenue from each firm doubles → per firm investment in technology doubles → $\dot{Z}$ doubles. In other words $Z$ doubles → $\dot{Z}$ doubles. This implies that $Z$ grows exponentially.

**Toy model where favourable R&D returns in an important subsector drives explosive growth in GWP**

There are two types of technology, standard technology $A$ and investment technology $A_{\text{inv}}$. $A$ plays the normal role in goods production, while $A_{\text{inv}}$ governs the efficiency of capital investment. Capital is divided equally between developing both types of technology.

$$Y = AL$$
If $\phi_{inv} > 0$, the latter two equations are sufficient to generate super-exponential growth in $A_{inv}$ and $K$. This then drives super-exponential growth in $A$ and $Y$ via the first two equations, no matter what the value of $\phi$.

Informally, we can think of $K$ as representing the number of AI systems and $A_{inv}$ as the efficiency with which these systems can be created. Concretely, $A_{inv}$ might relate to the level of hardware (‘how much memory and how many calculations per computer chip?’) and the level of software (‘how much memory and how many calculations do you need to run your AI?’). Then the story behind these equations is as follows. Investment in hardware and software ($A_{inv}$) causes explosive growth in the number of AIs ($K$). This drives explosive growth in all areas of technology ($A$) and so in GWP ($Y$).

**Mathematical derivations of conditions for super-exponential growth**

Section written by Guilhermo Costa.

Note that the derivations below specify the conditions for some of the models discussed in Appendix C to present sustained super-exponential growth; a couple of these models might possibly have short periods of super-exponential growth if the conditions below are not met. Throughout we also assume sufficient saving.

Additionally, some of the following proofs only hold if the ‘fishing out’ effect dominates the ‘standing on shoulders’ effect, so that, as the stock of technology increases, technological progress gets harder on the margin. Mathematically, this is represented by the parameter $\phi$ being smaller than 1.

**Kremer (1993)**

\[
Y = AL^\alpha W^{1-\alpha}
\]

\[
\dot{A} = \delta L^\lambda A^\phi
\]

\[
\ddot{y} = \frac{Y}{L} = constant
\]

Let us analyze the growth rate of output $g_Y$.

\[
g_Y = g_A + \alpha g_L = \frac{\delta L^\lambda}{A^{1-\phi}} + \alpha g_L
\]

In order for output per capita to remain constant, $g_Y = g_L$ and thus:

\[
(1-\alpha)g_Y = \frac{\delta L^\lambda}{(Y/L^\alpha W^{1-\alpha})^{1-\phi}}
\]

Since $\ddot{y}$ is constant, $Y \propto L$, and so $g_Y \propto Y^{(1-\phi)/(1-\phi)}$.

Therefore, the condition for super-exponential growth is:

\[
\lambda > (1-\alpha)(1-\phi)
\]

In the case in which we are usually interested, $\phi < 1$, we can rewrite the above condition as:

\[
\alpha > \frac{1-\lambda}{1-\phi}
\]

**Roodman (2020)**

\[
Y = AK^\alpha L^\beta W^{1-\alpha-\beta}
\]

\[
\dot{K} = s_K Y - \delta_K K
\]
We set $W = 1$ for simplicity. Roodman (2020) expresses this model using vectors $\vec{v} = (A, K, L)$, $\vec{u} = (1, \alpha, \beta)$ and $\vec{\varphi} = (\varphi_A, 0, 0)$ and finds the following sufficient condition for growth to be super-exponential:

$$\alpha \cdot \varphi + (1 - \phi_0)(\alpha \cdot \vec{u} - 1) > 0$$

where $\vec{u} = (1, 1, 1)$ and the vectors are zero-indexed. Evaluating the dot products, we obtain:

$$\phi_A + (1 - \phi_A)(\alpha + \beta) > 0$$

Taking $\phi_A < 1$, we can rewrite the above condition as:

$$\alpha + \beta > \frac{-\phi_A}{1 - \phi_A}$$

Hanson (2001)

$$Y = (AK)^{\alpha}L^{\beta}W^{1-\alpha-\beta}$$

$$\dot{K} = sY - \delta K$$

$$A = A_0e^{\alpha t}$$

This model eventually settles into a balanced growth path, so we analyze how that path changes as the level of automation increases.

Balanced growth requires:

$$g_k = \frac{sK}{Y} - \delta = \text{constant} \Rightarrow g_Y = g_k$$

Substituting the above into the expression for the growth rate of output:

$$g_Y = \alpha(g_A + g_K) + \beta g_L \Rightarrow g_Y = \frac{\alpha g_A + \beta g_L}{1 - \alpha}$$

We now take $g_L = 0$ for simplicity. The paper models automation as increasing the capital share and reducing the labor share correspondingly:

$$\alpha \rightarrow \alpha' = \alpha + f\beta, \beta \rightarrow \beta' = (1 - f)\beta$$

The long-run growth rate increases as follows:

$$g_k \rightarrow g_k' = \frac{\alpha' g_A}{1 - \alpha'} = \frac{(\alpha + f\beta)g_A}{1 - \alpha - f\beta}$$

Nordhaus (2021)

$$Y = F_y(AK, L) = [(AK)^\rho + L^\rho]^{1/\rho}$$

$$\dot{K} = sY - \delta K$$

$$A = A_0e^{\alpha t}$$

In the case $\rho = 0$, this model reduces to that found in Hanson (2001), so we focus on the cases $\rho < 0$ and $\rho > 0$.

Case #1 — $\rho < 0$

Let $\nu = |\rho| = -\rho$. Writing the production function in terms of $\nu$, we obtain:

$$Y = \frac{1}{[\left(\frac{1}{AK}\right)^\nu + \left(\frac{1}{L}\right)^\nu]^{\frac{1}{\nu}}}$$

As labor is fixed but technology grows exponentially, eventually $AK \gg L$ and thus:
Therefore, growth is sub-exponential and output stagnates.

Case #2 — $\rho > 0$

Once again using the fact that $AK \gg L$ eventually, we obtain:

$$Y \approx \left( (AK)^{\phi} \right)^{\frac{1}{1-\phi}} = AK$$

The growth rate of capital is given by:

$$g_K = \frac{sY}{K} - \delta = sA - \delta = sAe^{\beta t} - \delta$$

and thus growth is super-exponential in the long-run, as the growth rate itself grows exponentially.

_Aghion et al. (2017)_

Cobb-Douglas model

$$Y = A^\theta K^\alpha L^\gamma W^{1-\alpha-\gamma}$$

$$\dot{A} = A^\phi K^\beta L^\lambda W \left( 1 - \alpha - \gamma \right)$$

$$\dot{K} = sY - \delta K = sA^\alpha K^\alpha L^\gamma W^{1-\alpha-\gamma} - \delta K$$

Writing the model in terms of $g_K$ and $g_A$:

$$g_K = \frac{sA^\alpha L^\gamma W^{1-\alpha-\gamma}}{K^{1-\alpha}} - \delta$$

$$g_A = \frac{K^\phi L^\lambda W^{1-\beta-\lambda}}{A^{1-\phi}}$$

Since the production function is Cobb-Douglas, growth is super-exponential if and only if either $g_K > 0$ or $g_A > 0$ or both. But, if one of these growth rates is increasing, then so is the other, as both $\eta$ and $\beta$ are positive. Therefore, the following inequalities hold just if growth is super-exponential:

$$\dot{g}_K = g_K \left[ \eta g_A + \gamma g_L - (1 - \alpha) g_K \right] > 0$$

$$\dot{g}_A = g_A \left[ \beta g_K + \lambda g_L - (1 - \phi) g_A \right] > 0$$

Following the paper, we introduce the parameter $\xi = \beta \eta / [(1 - \alpha)(1 - \phi)]$. We consider $g_{L_Y} = g_{L_A} = 0$ for simplicity. We show that $\xi > 1$ if and only if growth in the long-run is super-exponential.

First, we prove that $\xi > 1$ is necessary for super-exponential growth. To do this, we prove the contrapositive; that is, we assume growth is super-exponential and deduce $\xi > 1$. Rewriting the inequalities above, we obtain:

$$\dot{g}_K > 0 \Leftrightarrow \eta g_A > (1 - \alpha) g_K$$

$$\dot{g}_A > 0 \Leftrightarrow \beta g_K > (1 - \phi) g_A$$

Notice that $g_A > (1 - \alpha)g_K / \eta$ and $g_K > (1 - \phi)g_A / \beta$ together imply $g_A > g_A / \xi$. Remembering that $g_A > 0$, we obtain $\xi > 1$, as desired.

Now we show that $\xi > 1$ is sufficient for super-exponential growth. To do this, we'll once more prove the contrapositive claim that, if growth is not super-exponential, then $\xi \leq 1$. As mentioned above, output grows super-exponentially if either capital or technology do the same, and, if one of these factors grows super-exponentially, so does the other. Therefore, if growth is not super-exponential, then:

$$\dot{g}_K \leq 0 \Leftrightarrow \eta g_A \leq (1 - \alpha) g_K$$

$$\dot{g}_A \leq 0 \Leftrightarrow \beta g_K \leq (1 - \phi) g_A$$

But these inequalities yield:
as we wished to show, completing the proof.

Under the assumption $\varphi < 1$, the condition $\xi > 1$ can be written as:

$$\frac{\eta \beta}{1 - \alpha} > 1 - \varphi$$

as we do in the body of the report.

**CES model**

$$Y = A^n [F_Y(K, L)]^\alpha W^{1-\alpha}$$

$$\dot{A} = A^\beta [F_A(K, L)]^\beta W^{1-\beta}$$

We assume $\alpha, \beta, \eta > 0, \varphi < 1$, and we take labor to be fixed. We assume that $K = sY - \delta K \geq 0$, so that capital accumulates. Writing the model in terms of growth rates:

$$g_K = \frac{A^n (F_Y)^\alpha W^{1-\alpha}}{K} - \delta$$

$$g_A = \frac{(F_A)^\beta W^{1-\beta}}{A^{1-\varphi}}$$

The general condition for super-exponential growth is that:

$$\dot{g}_Y = \eta \dot{g}_A + \alpha \dot{g}_{F_Y} > 0$$

Note that the case $\varphi > 1$ always leads to super-exponential growth, as, in this case, the growth rate of technology goes towards infinity even holding all other factors constant, and hence the growth rate of output also explodes.

**Case #1 — $\rho_Y \varphi < 0, \rho_A \varphi < 0$**

Notice that, as $L/K \to 0$, $F_Y = F_A = L$. Consequently, eventually $g_A = L^\beta W^{1-\beta} / A^{1-\varphi}$ is decreasing with $A$ (using the fact that $\varphi \leq 1$) and, therefore, $g_A \to 0$ and $A$ grows sub-exponentially (in particular, $A$ roughly grows as $t^{1/(1-\varphi)}$). It turns out that this implies that both capital and output grow sub-exponentially.

**Case #2 — $\rho_Y > 0, \rho_A < 0$**

Notice that, as $L/K \to 0$, $F_Y = K$ and $F_A = L$. The growth rates become:

$$g_K \approx s A^n K^{\alpha-1} W^{1-\alpha} - \delta$$

$$g_A \approx \frac{L^\beta W^{1-\beta}}{A^{1-\varphi}}$$

The dynamics of $A$ can be solved independently from that of $K$. Solving the differential equation for $A$, we conclude that it grows sub-exponentially (in particular, $A$ roughly grows as $t^{1/(1-\varphi)}$), just as in Case #1.

Capital has more complex dynamics. If $\alpha > 1$, then capital grows super-exponentially and, therefore, output also grows in that fashion. The case $\alpha = 1$ implies super-exponential growth, as, in this case, $g_K = A^n - \delta$ is an increasing function of time. The case $\alpha \in (0, 1)$ leads to capital and output growing sub-exponentially. To see this, consider that, if capital was growing exponentially or faster, then the (super-)exponential increase in capital would outweigh the power-law increase in technology, and the growth rate of capital would decrease.

**Case #3 — $\rho_Y < 0, \rho_A > 0$**

Notice that, as $L/K \to 0$, $F_Y = L$ and $F_A = K$. The growth rates become:

$$g_K \approx A^n L^\alpha W^{1-\alpha} - \delta$$

$$g_A \approx \frac{K^\beta W^{1-\beta}}{A^{1-\varphi}}$$
The condition for super-exponential growth becomes:
\[ \dot{g}_Y = \eta \dot{g}_A + \alpha \dot{g}_L > 0 \Rightarrow \dot{g}_A > 0 \]
as labor is fixed and \( \eta \) is positive. But this occurs just if \( \dot{g}_K \) is also positive, as evaluating these derivatives yields:
\[ \dot{g}_K \approx g_K (\eta g_A - g_K) \]
\[ \dot{g}_A \approx g_A [\beta g_K - (1 - \phi)g_A] \]
and the above implies that sustained super-exponential growth of one of the variables implies in the sustained super-exponential growth of the other. Therefore, growth is super-exponential if and only if
\[ g_A > \frac{g_K}{\eta} \]
\[ g_K > \frac{(1 - \phi)g_A}{\beta} \]
as these inequalities hold just if \( \dot{g}_A > 0 \) and \( \dot{g}_K > 0 \). Combining these inequalities, we conclude that growth is super-exponential if and only if:
\[ g_A > \frac{g_K}{\eta} > \frac{(1 - \phi)g_A}{\beta \eta} \Rightarrow \beta \eta > 1 - \phi \]

Case #4 — \( \rho_Y > 0, \rho_A > 0 \)

Notice that, as \( L/K \rightarrow 0 \), \( F_Y = F_A = K \). The growth rates become:
\[ g_K \approx A^n K^{\alpha - 1} W^{1 - \alpha} - \delta \]
\[ g_A \approx K^\beta W^{1 - \beta} A^{1 - \phi} \]
The condition for super-exponential growth is:
\[ \dot{g}_Y = \eta \dot{g}_A + \alpha \dot{g}_K > 0 \]
Evaluating the derivatives of the growth rates, we obtain:
\[ \dot{g}_K \approx g_K [\eta g_A - (1 - \alpha)g_K] \]
\[ \dot{g}_A \approx g_A [\beta g_K - (1 - \phi)g_A] \]
Once more, we notice that, if one of the variables exhibits sustained super-exponential growth, so must the other. Similarly, if one of the variables exhibits sustained sub-exponential growth, so must the other. Therefore, the derivatives of the growth rates always have the same sign and super-exponential growth occurs if and only if both \( \dot{g}_K > 0 \) and \( \dot{g}_A > 0 \).

A similar argument to that used in Case #3 yields:
\[ g_A > \frac{(1 - \alpha)g_K}{\eta} > \frac{(1 - \phi)(1 - \alpha)g_A}{\beta \eta} \Rightarrow \beta \eta > (1 - \phi)(1 - \alpha) \]

Jones (2001)

This model is somewhat more complicated than the others presented above, as it endogenizes labor, so it warrants some additional explanation.

People can choose to devote their time to labor or to having children. In the model, each person devotes a fraction \( l \) of their time to work and a fraction \( 1 - l \) having children. The number \( b \) of births per capita is given by:
\[ b = \alpha(1 - l) \]
where \( \alpha \) is a constant. The mortality rate is given by:
\[ d = f(c) + \bar{d} \]
where \( f \) is a decreasing function and \( c = Y/N \) is consumption per capita. Population growth is described by:
\[ g_N = b - d \]
Labor can be devoted to research or to final good production; the resource constraint for labor is:

\[ L_Y + L_A = L = l \cdot N \]

The production function for the final good is \( Y = A^\sigma L^\beta W^{1-\beta} \), while the path of technological growth is given by \( \dot{A} = \delta A^\phi L^\lambda \).

Following the paper, we define a parameter:

\[ \theta = \frac{\lambda \sigma}{1 - \phi} - (1 - \beta) \]

where, as usual, we assume \( \phi < 1 \). We show that growth is super-exponential if and only if \( \theta > 0 \).

The condition for super-exponential growth is:

\[ \ddot{Y} = \sigma \dot{A} + \beta \dot{L}_Y = \sigma \dot{A} + \beta \dot{N} > 0 \]

We first show that \( \dot{g}_A > 0 \) if and only if \( \dot{g}_N > 0 \); therefore, both growth rates have the same sign and hence super-exponential growth requires both to hold. Then, we show that \( \dot{g}_A > 0 \) and \( \dot{g}_N > 0 \) both hold just if the desired inequality holds.

First, we show that \( \dot{g}_N > 0 \Rightarrow \dot{g}_A > 0 \). Observe that:

\[ g_N = b - d = \alpha (1 - l) = \bar{d} - f(c) \]

and hence \( \dot{g}_N > 0 \) just if \( c = Y / N \) is increasing. But \( Y / N \propto Y / L_Y \propto A^\sigma L^\beta \cdot 1 \), so \( \dot{g}_N > 0 \) just if:

\[ \sigma g_A > (1 - \beta) g_N \]

We suppose that \( \beta < 1 \), to ensure decreasing returns to labor. Therefore, sustained super-exponential growth in population requires sustained super-exponential growth in technology, as otherwise the inequality obtained above would be violated eventually.

Now we show that \( \dot{g}_A > 0 \Rightarrow \dot{g}_N > 0 \). The growth rate of technology is:

\[ g_A = \frac{\delta L^\lambda A^\phi}{A^{1-\phi}} \]

and thus its derivative is:

\[ \dot{g}_A = g_A [\lambda g_L - (1 - \phi) g_A] = g_A [\lambda g_N - (1 - \phi) g_A] \]

Hence:

\[ \dot{g}_A > 0 \Leftrightarrow \lambda g_N > (1 - \phi) g_A \]

and thus sustained super-exponential growth in technology requires sustained super-exponential growth in population, as desired. Therefore, growth is super-exponential if and only if both \( \dot{g}_A > 0 \) and \( \dot{g}_N > 0 \).

Finally, we show that the conjunction of \( \dot{g}_A > 0 \) and \( \dot{g}_N > 0 \) holds if and only if \( \theta > 0 \). For the first of these inequalities holds just if \( \dot{g}_N > (1 - \phi) g_A / \sigma \), while the second holds just if \( \dot{g}_A > (1 - \beta) g_N / \sigma \). Therefore both \( \dot{g}_A > 0 \) and \( \dot{g}_N > 0 \) if and only if:

\[ g_A > \frac{(1 - \beta) g_N}{\sigma} > \frac{(1 - \beta)(1 - \phi) g_A}{\lambda \sigma} \]

\[ \Leftrightarrow 1 > \frac{(1 - \beta)(1 - \phi)}{\lambda \sigma} \]

\[ \Leftrightarrow \frac{\lambda \sigma}{1 - \phi} > 1 - \beta \]

\[ \Leftrightarrow \theta > 0 \]

where we use \( \dot{g}_A > 0 \). This completes the proof.
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2. Davidson (2020a) [24].
3. The 'frontier' refers to the country, or group of countries, with the highest levels of technology and GDP/capita.
4. More precisely, models in which each successive 1% increase in the level of technology requires more research effort than the last.
5. The 'frontier' refers to the country, or group of countries, with the highest levels of technology and GDP/capita. Why focus on frontier GDP/capita? Many economists separate GWP growth into three components: growth of frontier GDP/capita, catch-up growth and population growth. They forecast that frontier GDP/capita growth will be the main contributor to GWP growth out to 2100. This is because population growth is projected to slow down and perhaps stop altogether by 2100 (e.g. by the UN) and the scope for catch-up growth is limited.
6. The trend of constant exponential growth is fairly striking for the US, with the only real exception being the Great Depression of the 1930s. However, the trend is not as striking for other regions near the frontier. For example, in England and in Western Europe as a whole, growth is noticeably higher in the second half of the 20th century than in the first half.
7. Why not focus on GWP per capita? Our focus on GWP, rather than GWP per capita, is natural because we are forecasting GWP, not GWP/capita. In addition, I find that the data series of GWP provides the strongest argument for explosive growth. Although GWP per capita displays clear super-exponential growth, the trend is a worse fit for the endogenous growth models discussed below.
8. Romer (1988) discusses the super-exponential growth in GDP/capita for a number of developed countries.
9. The y-axis is logarithmic. On the x-axis, years are spaced according to the formula \( \log(2050 - \text{year}) \). So the following data points are equally spaced: 2000, 1950, 1850, 1650, and 1250. (For each successive data point, year doubles and \( \log(2050 - \text{year}) \) increases by a fixed amount.) The power-law implies GWP will go to infinity in 2047, 2050, rather than 2047, as used for convenience.
10. See the blog post for a longer and more accessible explanation of these ideas.
11. The GWP data used in Roodman's report shows that GWP growth first exceeded 0.03% in 5000 BCE, 0.3% in 1400, and 3% shortly after 1900.
12. We again choose the axes so that a power law is a straight line. The y-axis is logarithmic. On the x-axis, years are spaced according to the formula \( \log(2050 - \text{year}) \). A straight line fit indicates that growth increased by the same proportion (e.g. doubling) during each of the following periods: 1250 → 1650, 1650 → 1850, 1850 → 1950, 1950 → 2000.
13. I discuss the ignorance story more in an appendix.
14. See Figure S7 in the appendix.
15. See Figure S7 in the appendix.
16. See more detail on the expert survey in this appendix.
17. From p. 13 of the appendix:

A rating of 1 indicates little expertise, a rating of 5 indicates the expertise of someone who has studied the subject but is not a specialist, and a rating of 10 indicates expertise that is among the leading experts. The mean self-reported level of expertise is 5.99 and the median is 6.

This graph, and the ones that follow, are taken from the blog post of my colleague, David Roodman.

The term ‘endogenous’ can be used to describe individual inputs (as I use it here), or growth theories as a whole.

The standard reinvestment equation is \( dK/dt = s \times Y - \delta \times K \). In sophisticated models the fraction \( s \) of output that is reinvested may depend on numerous further factors.
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The most highly cited papers, and those used in climate change forecasts, tended to be exogenous. For example, the following papers all assume technology grows exponentially: Fournier (2012) [19], Johansson (2013) [19], Crespo (2017) [19], Leimbach (2016) [19], and Ruhl (2017) [19]. The DICE climate change model of Nordhaus and Sæbøe (2013) [19] assumes technology follows a logistic curve, growing ever more slowly over time. Kruse and Anderson (2017) [19] fits endogenous models to historical data and projects out to 2100 using endogenous growth models, predicting slowing growth.

Imagine adding more and more machines, holding fixed the number of workers and the level of technology. Eventually, all the workers would have their hands full running the machines that already exist, and more machines would increase output by very little.

The long-run growth rate of output (GDP) is the sum of the growth rates of the exogenous inputs, labor and technology. The long-run growth rate of GDP/capita is the growth rate of technology, because (in the long-run) growth of labor doesn’t affect GDP/capita. (This is because GDP/capita = (output / labor), and long-run growth of labor increases both the numerator and the denominator by the same amount.)

I discuss semi-endogenous models in this subsection of Appendix B.

Why do semi-endogenous growth models have this implication? They assume that ideas are getting harder to find, where each ‘idea’ is understood as increasing people’s incomes by a fixed %.

This assumption is used to explain why exponentially growing research effort has led to a constant flow of ideas. But if research effort stops growing, and is instead constant, then this assumption implies that we will find fewer new ideas each year. As a result growth in GDP/capita will slow.

The case for sub-exponential growth is strengthened by noting that the fraction of people doing R&D has grown rapidly over the past 100 years, and this growth cannot be maintained indefinitely. To sustain the historical rate of GDP/capita growth, semi-endogenous models imply we’d have to maintain the historical growth rates of both the population and the fraction of people doing R&D.

Slower future growth is also suggested by the slowing growth over the past ~20 years, some of the arguments in Vollrath’s recent book Fully Grown [78], and of course the arguments in Robert Gordon’s book The Rise and Fall of American Growth [98].

See examples of market concentration here [79] and an analysis here [80].

Galor and Weil (2000) suggest an alternative equilibration mechanism. In their model, faster growth reduces the fertility rate, which in turn slows growth. Conversely, slower growth boosts the fertility rate, which in turn speeds up growth. The model implies the population level (or growth rate) will remain constant, holding the growth rate of technology constant. However, I wouldn’t trust the predictions of this model out to 2100, as the UN forecasts population growth to slow.

I discuss this model in more detail here [78].

More precisely, I think it’s ~75% likely that the recent exponential growth of GDP/capita is ultimately explained by the exponential growth of human population. Semi-endogenous models embody the claim and highlight the importance of targeted R&D to growth, but other models embody the claim and highlight the importance of learning by doing.


They often have a ‘fixed factor’, land, that is exogenous. They’re called ‘fully endogenous’ because all the non-fixed factors are endogenous.

More precisely, let X be the amount of an input and Y be the quantity of output. X is accumulable just if dX/dt is an increasing function of Y. One way to think about this is that accumulable inputs are bottlenecked by the amount of output.

A simple example is the equation for capital reinvestment: dK/dt = s × Y - 5 × K. Others examples can be found in Lee (1998): dL/dt = L × a × log(Y/L) - constant, dA/dt = constant × \theta \times log(Y/L)^\theta)

Increases in capital are typically modeled as resulting from the direct investment of a fraction s of output: dK = sY + (Y - K). In Roodman’s model, the mechanism for increasing population is identical: dP = sP + Y. In Lee (1998) the mechanism is slightly different: we can roughly represent it as \text{dp} = sP \times \ln(Y). In Kremer (1993) Section 1, all output is converted directly into population; we can roughly represent this as \text{dp} = (\text{conversion factor}) \times dY.

Note: explosive models may contain many relationships not displayed in the diagram. The diagram is just designed to highlight some of the important features.

In Cobb-Douglas models, this assumption corresponds to the claim that the sum of the exponents of accumulable inputs exceeds 1.

For more on this, see the introduction of Jones (2005) [99] or Romer (1990) [29].

Why do increasing returns naturally lead to super-exponential growth? Let’s explain the intuition using a simple example where output Y is just produced by capital K, Y = K^2, dK/dt = s × Y. Increasing returns means that a > 1. If so, then by the land K doubles. Y more than doubles, so dK/dt more than doubles. This means the growth rate of K, (dK/dt)/K, increases. In other words, the growth rate of K increases when K increases. More generally, increasing returns make it possible for inputs’ growth rates to increase when the system doubles in size.

Appendix C supports this claim by analyzing the precise conditions for growth in many long-run explosive models - see here.

This statement is an oversimplification in relation to Roodman’s univariate model. That model does not model population explicitly at all - its sole variable refers to GWP. However, the model is the univariate analogue of a model in which all inputs are accumulable, including population.

Technically, the univariate model can approximate a multivariate model where population isn’t accumulable if increasing returns to the other accumulable inputs are powerful enough to drive super-exponential growth. However, this doesn’t happen for realistic parameter values (more).

See data on UK, France, Netherlands and US in this graph [105] from Galor (2012) [106].

If population were accumulable then, holding all else constant, increasing GDP should increase future population. But since ~1880 increases in GDP, holding population constant, have decreased population growth.

When labor isn’t accumulable, the returns to accumulable inputs are not large enough to overcome diminishing returns to R&D, with realistic parameter values (see more).

For example, see Jones (2001) [107], Galor and Weil (2000) [108], and the Kremer (1993) [103] Part 3.

In Galor and Weil (2000), there are strictly speaking only constant returns to accumulable factors. The model, however, is characterized by increasing returns because once the population has doubled, the growth rates of technology and labor both increase. In addition, increasing human capital driven by education investment plays an important part in generating super-exponential growth around the industrial revolution.

There is a slight difference in emphasis in Jones (2001) [107] and Galor and Weil (2000) [108]. Their feedback loop is more naturally described as: more ideas → more output/capita → more people → more ideas… They specify a relationship between output/capita and fertility directly, rather than between output and population increases. As mentioned above, Galor and Weil (2000) emphasizes educational investment boosting growth around the industrial revolution: more ideas → more output/capita → more and better educated people → more ideas…

What are these mechanisms? In Jones (2001), fertility decreases with GDP/capita and so the demographic transition occurs when people become sufficiently rich. In Galor and Weil (2000), fertility decreases with the growth rate of technology and so the demographic transition occurs once the growth rate becomes sufficiently high.

In particular, Galor and Weil (2000) approximates the Romer model and Jones (2001) approximates a semi-endogenous growth model. As discussed above, my view is that semi-endogenous models are more plausible and that they imply 21st century growth will be sub-exponential.

I explain the dynamics of Jones (2001) and Galor and Weil (2000) in this technical appendix.

Increasing returns leads to a smooth curve of super-exponential growth, where growth increases very slowly at first and then more and more quickly over time. There are no structural breaks. I say ‘fairly’ smooth because increasing return models may allow for random influences on growth, as in Roodman (2020).
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For example, Hanson and Prescott (2002) [176] discuss a model in which a phase transition increases growth. Initially the economy faces diminishing returns to labor due to the fixed factor land. But once exogenously growing technology is high enough, it becomes profitable for firms to use less land-intensive production processes; this phase transition increases growth. Other examples include Goodfriend and McDermott (1999), Lucas (1998), Stoeckel (2001), Tamura (2002), and Hanson (2001). [177]

Note, Galor and Weil (2000) [178] and Jones (2001) feature both increasing returns to accumulable inputs and a structural change around the industrial revolution that speeds up technological progress. In Jones (2001) there’s an increase in the fraction of the population doing R&D; in Galor and Weil (2000) there’s a shift towards more education.

I discuss the step-change view in more detail here.

I discuss the uncertainty of the ancient data points more here.

Ben Garfinkel explicitly proposes a slow step-change view here [179]. Such a view should probably allow for another step-change increase in growth around 10,000 BCE; growth seems to have inceased in this period, plausibly due to the Neolithic Revolution [180]. This strengthens the case for this view being open to another step-change occurring in the future.

There may be other plausible explanations for some of these rankings. For example, Eurasia seems to have started with a better supply of domesticable plants and animals than Australia; this factor alone may have been enough to cause Australia to discover farming later. Early population levels may also correlate with biodiversity, which could help with the early stages of technological development. Thanks to Ben Garfinkel for making the point.

I was not able to spend much time investigating the relative importance of increasing returns vs other mechanisms in explaining long run growth; we hope to do more work on this in the future. Ben Garfinkel argues [181] that new ideas were not the central driver of growth before the industrial revolution, and suggests [182] that population data doesn’t show much evidence of increasing growth rates in the period 5,000 BCE to 1500 CE. One possibility Ben mentions is that the increasing returns mechanism became the central driver of growth around the time of the industrial revolution, when the population and research effort became large enough for new ideas to become a dominant driver of growth.

Technological advances other than AI could potentially make population accumulable. Examples include whole-brain emulations, artificial worms, and genetic engineering. Behavioral changes could also make population accumulable, e.g. if everyone tried to have as many kids as biologically possible. This report focuses on advanced AI because we believe it is more likely to occur this century than these alternatives, and because it lies in with Open Philanthropy’s focus area of risks from advanced AI.

Again, if diminishing marginal returns to technology R&D are steep enough, this could prevent super-exponential growth. Plausible parameter values suggest this would not happen if capital can substitute for labor in all jobs.

AI robots are a form of capital, so it’s natural to use the same reinvestment equation as for capital: \( dR/dt = s \times Y - \delta \times R \).

I discuss these models in Appendix C - see here.

The hardware-software model in Growiec (2020) [183] offers a unified model for explaining pre-modern growth, the industrial revolution, and what he calls the ‘digital revolution’ that has only just started. Capital and labor are replaced by hardwares (‘brawn’) and software (‘brains’) as the fundamental inputs to production. In the digital revolution advanced AI decouples overall software supply from the size of the human population; this makes software accumulable and leads to an increase in growth.

Intuitively, human workers are bottlenecking growth; advanced AI would release that bottleneck and increase growth. By analogy, the fixed supply of land may have bottlenecked growth in ancient times; the industrial revolution may have released that bottleneck and increased growth. (During the industrial revolution, we moved over to less land-intensive production processes.)

The papers I’ve studied most closely are Nordhaus (2021), Aghion et al. (2017), and Hanson (2001), and the AI growth literature review Trammell and Korinek (2021) [184].

What is the difference between this condition and that of perfect substitutability? The key parameter is the elasticity of substitution, \( \sigma \). \( \sigma > 1 \) is a weaker claim than perfect substitution, which corresponds to \( \sigma = \infty \). I like to think about the difference as follows. Imagine replacing human workers with capital one by one. When \( \sigma = \infty \), the amount of capital needed to replace each worker increases as fewer workers remain. For example, one unit of capital replaces the first worker, two units replace the second worker, three units replace the third, etc. It’s as if each worker does a different role, and the initial roles are cheaper to automate than the latter ones. For both \( 1 < \sigma \leq \infty \) and \( \sigma = \infty \), the growth rate of output ultimately approaches the growth rate of capital.

What about \( \sigma = 1 \)? In this case output cannot exceed a fixed ceiling no matter how much capital you have, holding labor constant. Intuitively, no amount of capital can fully replace a human worker.

Two classifications. Firstly, the rate of task automation would have to increase from its current value to boost growth. Secondly, to increase the rate of exponential growth we must automate a constant fraction of non-automated tasks each year (e.g. the total fraction of automated tasks goes 0%, 50%, 75%, 87.5%,...). We automate half the non-automated tasks each year. Thirdly, super-exponential growth is possible if we automate an increasing fraction of non-automated tasks each year (e.g. the total fraction of automated tasks goes 0%, 50%, 80%, 95%,...). We automate 1/2 the tasks in the first year, 2/3 in the second year, 3/4 in the third year). For super-exponential growth there must also be some capital augmenting technological progress in the background.

I explain my thinking about what AI would be sufficient for explosive growth in more detail here.

I analyze the conditions for super-exponential growth in semi-endogenous models here, and the conditions in exogenous models here.

I personally find these mechanisms more speculative than the one I’ve focused on.

Grace. Katja (2017) [185].

I discuss the framing issues more in a footnote here.

Agrawal et al. (2019) [186] discuss a mechanism where AI assistance in research raises the returns to human research efforts.

Appendix A also discusses two other objections from Aghion et al. (2017): ‘search limits’ and ‘Baumol tasks’.

For an example of an objection in this vein, see Point 9 in this blog post [187] By Bryan Caplan.

Between 1979 and 2018, Chinese GDP grew by an average of 9.5% per year (Source [188]).

In his review of this report, Anton Korinek raises the intriguing possibility that although the human economy does not grow at 30% per year, a virtual AI economy with which the human economy interacts does grow at 30%.

Bacteria populations can double in size once every 10 minutes under ideal conditions [189]; there’s evidence that phytoplankton populations can double once every day [190].

For example, see Section 4 of this report [191].

I explain my overall probabilities and how I reached them in Appendix G.

By this I mean ignoring theoretical considerations like ‘What explains the rise in growth rates?’ and ‘Is population accumulable?’, and only taking into account the historical growth data.

Uchuch (2018) [192] has a similar thesis to Nordhaus (2021), but I haven’t investigated its claims in depth.

One of these - Test 6 - specifically relates to the share of information capital as a proportional of total capital. Two of the other tests - Tests 3 and 4 - Norhaus primarily applies to capital stock as a whole, but he also tests with data specific to information capital.

Test 6 naively suggests that explosive growth will happen in > 100 years; Test 4 with IT-specific data suggests that explosive growth will happen but Nordhaus doesn’t calculate the expected date; Test 3 with IT-specific data suggests explosive growth won’t happen.

Nicole (2018) [193] has a similar thesis.

Namely, there is no inherent inconsistency between forward-looking technological optimism and backward-looking disappointment. Both can simultaneously exist. Indeed, there are good conceptual reasons to expect them to simultaneously exist when the economy undergoes the kind of restructuring associated with transformative technologies. In essence, the forecasters of future company wealth and the measurers of historical economic performance show the greatest disagreement during times...
of technological change. In this paper we argue and present some evidence that the economy is in such a period now... Implic or explicit in the pessimistic view of the future is that the recent slowdown in productivity growth portends slower productivity growth in the future. We begin by establishing one of the most basic elements of the story: that slow productivity growth today does not rule out faster productivity growth in the future. In fact, the evidence is clear that it is barely predictive at all.

Indeed, Romer (1986), the first paper in the ‘endogenous growth’ wave, starts by looking at Maddison data over centuries.

This effect is closely related to Baumol’s cost disease. Baumol found that sectors with high productivity growth often have a declining share of GDP. As a result, sectors with lower productivity growth are increasingly important to GDP and the GDP growth rate is dominated by these slow-growing sectors.

Technically, this means that the elasticity of substitution between tasks is below one.

As output of automated tasks increases, the percentage of GDP spent on completing them falls (as the % spend on agriculture has fallen).

In this scenario, the model implies that growth cannot exceed $s \times A - \delta$. The reinvestment rate $s$ is bounded below 1 and 5 is constant, and so super-exponential growth can only be sustained if $A$, the level of technology, grows.

For growth to permanently increase in this model, we must automate a constant fraction of non-automated tasks each year. If some fixed fraction of tasks cannot be automated, this process cannot continue indefinitely.

If tasks are automated faster, peak growth will be higher.

The speed of capital accumulation depends on the following equation: $\frac{dK(t)}{dt} = s \times A \times F(K, L) - s \times A - \delta$, where $s$ is the investment rate and $A$ is the level of technology. It’s not possible to sustain faster output growth than $s \times A - \delta$.

In the language of the model, this corresponds to the fraction of tasks that we cannot automate.

If we are initially very productive at the non-automated task compared to the other tasks, it will be longer before it becomes a bottleneck.

Thanks to Trammell and Korinek (2021) for this insight.

See their ‘Baumol tasks’ objection.

In these models, there are two main factors determining whether growth is super-exponential. Firstly, the importance of accumulable inputs. By an input’s ‘importance’ I mean its output share; this is given by the input’s exponent in Cobb-Douglas models. This factor depends on whether there is a fixed factor, and whether capital can substitute for labor. Secondly, the diminishing returns to R&D.

Aghion et al. (2019) discuss a dynamic where AI assistance in research raises $\phi$.

You get the same qualitative result if $Y$ is a CES production function of labor and capital $F(L, K)$ with the elasticity of substitution is less than 1: $\frac{dY}{dK} = A \times F(L, K)$.

Aghion et al. (2017) considers a model where goods production is automated and technological progress is exogenous and finds that the growth rate increases without limit. Further, if both goods production and ideas production are fully automated $\frac{dY}{dK} = A^P \times K$ - then the growth rate increases without limit regardless of the value of $\phi$.

It could be objected that long before 3% growth we had seen that after plagues or access to new lands human populations could grow rapidly given abundant resources. This could have enabled us to speculate that growth as high as 3% might be possible. But similarly, by looking at the growth of mice and bacteria we can say that growth of a system can in principle be much faster than 30% per year. By a similar token, we could use this observed growth to speculate that 30% growth might be possible.

As Bryan Caplan seems to do here.


For example, Newtonian mechanics is accurate only when objects are moving much slower than the speed of light, Newton’s theory of gravity is accurate only when objects’ masses are sufficiently small, and protons and neutrons are not predictively useful concepts in very high energy conditions (under such conditions particle-like objects of this sort do not emerge from quantum field theory).

There is a large literature on circumstances in which actual human behavior differs from the predictions of economics’ rational agent model. Nonetheless, the rational agent model is fairly accurate in many situations.

See Roodman (2020) Table 4 - p. 42.

Intuitively, this is because the post-1950 slowdown in GWP growth has more influence over the model’s predictions for the shorter data sets.

The mechanism is also used by Jones (2001) and Galor and Weil (2000). These theories don’t predict explosive growth due as they model the demographic transition (see more).

I feel that both the length of the slowdown in calendar time and the fractional increase in GWP during the slowdown are relevant. The first is relevant because slowdowns are caused by unevenness in the technological landscape (see next section), we should measure their length by the amount of technological progress that is made during the slowdown. On this measure, the current slowdown is much longer than past slowdowns.

It finds that 20 - 40% of growth in output per person can be explained by improved talent allocation.

The ratio of English GDP between 2016 and 1900 is roughly 10. The ratio of per capita US GDP between 1870 and 2016 is about 14.

See data here.

For GWP growth to be smooth, we would need the effect of catch-up growth on GWP to exactly cancel the non-smooth progress of the frontier.

These plots are generated by the final section of this python notebook. (If the link doesn’t work, the colab file can be found in this [github] folder.)

See my best guess about what would count as ‘highly substitutable’ here.

A datapoint when GWP was 1/2 of its current value is discounted by a factor $d^2$, $d<1$. So the discount is not applied at a fixed rate per unit time.

My preferred discount implies that, compared to a 2000 data point, a 1940 data point has weight 0.73, a 1820 data point has weight 0.53, and a 3000 BCE data point has weight 0.23.

This discount rate may be an unhappy compromise. If output cannot easily be reinvested to increase the size of labor supply (as will be true by default unless we develop highly substitutable AI), this approach may still put too much weight on pre-modern data points when labor was accumulable. On the other hand, if AI systems means that output can be easily reinvested to increase the generalized labor supply (= human labor + AI labor), then placing more weight on recent data points may be inappropriate as these are the data points for which labor isn’t accumulable.

See here.

See data on frontier population growth here.

It would be transitional, for example, if it was a temporary deviation from the historical pattern of super-exponential growth, or a transitional period between pre-1900 super-exponential growth and post-2000 sub-exponential growth.

For example, when output per capita becomes large people may choose to have fewer children. This would reduce the percentage increase of labor in subsequent years.

One reason they might cancel exactly would be if the production function displayed constant returns to scale. If this were the case, and the difficulty of making absolute improvements to each factor did not change as the factor increased (a fairly natural assumption), then there would be exponential growth. But production functions only express constant returns to
Thanks to Phil Tramell for suggesting this distinction.

More precisely, if we held the level of technology constant then accumulation alone would not deliver sustained growth.

An alternative version of the AK model might be $Y = F(K, BL)$, where the arguments of F are gross complements (elasticity of substitution less than one). If $B = (kl)^{l/2}$, then $\gamma > 1$ would lead to super-exponential growth for a while, and then exponential growth. We’d reach exponential growth because the second argument would grow more quickly than the first, so the function would approximate $Y = K$. At this point however, the capital share would be at 1, so this model is not realistic as a description of the modern regime of exponential growth.

This mechanism plausibly faces diminishing returns: if you keep doubling the number of machines overseen by each worker they must spend less time per machine and reduce their output per machine. If this weren’t the case, you could leave one worker in charge of all the machines in a factory (or indeed the world!).

Perspectives on Growth Theory (Journal of Economic Perspectives, 1994).

This is because it will increase the reinvestment in $K$: $g_K = s_f K = s_A$.

Cesario (2008) [29] provides a useful discussion of various AK models and their interrelations.

If $\gamma = 1$, then population growth will lead the growth rate of output to increase without limit. $\gamma = 1$ implies $Y = AK^{1-\gamma}$. Therefore $g_Y = g_K + (1 - \alpha) g_L$. The reinvestment equation implies that in a steady state $g_Y = g_K$. Therefore in the steady state growth is infinite.

The assumption of constant returns to capital and labor in combination, embodied by the CES production function, is reasonable when we only consider direct effects. If you double the number of workers and the factories and machines at their disposal, you’ll produce twice as much. But once you account for spillover effects from capital accumulation, as a plausible theory without a distinct representation of technology must do, there is no particular reason to think there should be exactly constant returns.

I borrow these interpretations from Carroll (2020) [185].

This is probably the intended interpretation as Lucas I is chosen via an individual optimization decision.

This interpretation is argued for in Mankiw (1995) [187].


Population growth has slowed somewhat, but I suggest that this isn’t strong evidence against semi-endogenous models.

In addition, the proportion of the workforce engaged in R&D increased exponentially during the 20th century. The number of researchers is what matters for knowledge production.

See data on frontier population growth here.

Some papers try to empirically distinguish between J / K / S models and Y / GH / AH models, but I think this is a very difficult task. Such attempts often give conflicting results (e.g. see Section 4 of this review [29]). This may be because a number of messy empirical factors make testing very difficult: unknown time lags between R&D and subsequent TFP growth, other significant factors influencing TFP growth other than targeted R&D, the possibility of a factor influencing both R&D effort and subsequent TFP growth, and somewhat arbitrary choices about how to define the inputs to R&D efforts (this is especially true for Y / GH / AH models where we must calculate R&D effort per product line).

There are of course possible mechanisms by which fertility could pick up again in the long run, which could lead to exponential growth once more.

The paper has 27 citations [188], none of which seem to dispute the proof. Growiec and his colleagues have published two further manuscripts [189] that generalize and reformulate these arguments.

For a striking example along these lines consider the thermostat equation $dT/dt = k - Y$. This equation says that the value of $Y$ will tend towards $k$. Although it seems stable, it has a knife-edge according to Growiec’s theorem. We expand the initial equation to $dT/dt = (k - Y) + p * Y^2$. The ‘knife-edge’ is that $p$ is exactly equal to 0. If it differs at all from this value, then a large enough initial value of $Y$ will cause the system to explode, with $Y$ going to infinity in finite time. This may be a knife-edge in the sense defined by Growiec (2007), but it is not problematic: there’s no motivation for the introduction of a term that can have such large effects for large $Y$ and even the altered system is robust if the initial value of $Y$ is not too high. Perhaps there are theories predicting that long-run growth is exponential that have similarly unproblematic knife-edges.

A case that does seem knife-edge to me is Cobb-Douglas. It assumes that the elasticity of substitution is exactly 1; deviating from this assumption ever so slightly produces very different qualitative behavior. However, like the assumption of exponential growth, it has empirical support. So I still place weight on Cobb-Douglas models, just like I place weight on exponential GWP extrapolations.

This is a critical difference with standard growth models. Normally all endogenous factors positively reinforce each other, in that an increase in one factor would increase output and so increase investment in the other factors. But in this system there’s no negative feedback: increases in $N$ dampens returns to investment in $Z$.

See Section III of Jones (1999) [181] for a brief introduction to Schumpeterian growth models and discussion of the knife-edge conditions they typically use to achieve constant exponential growth.

Examples from https://en.wikipedia.org/wiki/Market_concentration#Real_World_Examples [190].

This objection interprets the ‘firms’ in the model as referring to organizations in the real world. Perhaps though they’re better interpreted as referring to distinct products. Even with this interpretation, it’s unclear to me whether the number of products is growing as fast as the model implies.

See Autor et al. (2017) [183].

I remove the input ‘human capital’, set the exponent on technology to 1, and set a number of constants to 0 - those controlling the effect of technological advance on reinvestment in non-technology inputs. (Roodman considers a similar simplification at the top of p. 12.)

Note: $g_Y$ has a different meaning to a similar parameter in semi-endogenous growth models. This is because Roodman assumes $Y$ is the R&D input, whereas semi-endogenous growth models typically use $L$ as the R&D input.

Technically, these are the conditions under which there’s either super exponential growth or the system decays towards 0. But if we assume positive growth then they are the conditions for super exponential growth. If we set the $b$s to 0, these would be conditions for super exponential growth. Derived from Equation 16 in Roodman (2020).

Roodman renews their analysis with his model.

The version in Section 1 is more simple, so the conditions for explosion are less informative. The version in Section 3 doesn’t predict explosive growth due to an additional mechanism corresponding to the demographic transition.

Kremer (1993) uses 1/3 as a high-end estimate of land’s share of output, based on evidence from share-cropping contracts.

In this system, the work producing super-exponential growth is done more by the dynamical equations describing how the inputs change, which directly state that the growth rate of inputs increases with the size of the system. The increasing returns in the production function is less important. This reflects a general truth. Super-exponential growth is produced by the production function in combination with the dynamical equations. In some models more work is done by the former, in others by the latter.

People choose how to divide their time between three activities: producing output, doing research, and having children.

Jones writes that:

In particular, under the crucial assumption of increasing returns to accumulative factors $(\theta > 0)$, the general pattern is for growth rates of both population and standards of living to first increase and then to decrease...

My condition rearranges his condition $\theta > 0$. 
161. He does not estimate \( \varphi \) from the data, but tries out different values and chooses the one that seems to give the best fit - see p. 22.

162. Note, Bloom et al. (2020) use a knowledge production function where only labor is an input. There is no role for capital, as in this model. This might change the estimate of \( \varphi \) somewhat.

163. Alternatively, if labor were automated it would be satisfied. The sum of exponents of capital and labor are typically taken to be close to 1 and so \( > 0.75 \).

164. The capital share has risen by 5% in the last 20 years (source [165]).

165. We'd approximate an AK model with constant A and growth driven by capital accumulation.

166. I found the presentation in Trammell and Korinek (2021) Section 3.3 [166] helpful here.

167. You get slightly more moderate growth increases if you treat A as labor and capital augmenting (TFP), rather than just capital augmenting. You can also replace \( (\frac{A L}{K})^{\varphi} \) and get a similar qualitative result. Raising the elasticity of substitution above 1 causes the growth rate to increase.

168. Growth only increases if capital accumulation is fast enough. This caps growth below \( s \times A \times \delta \). The reinvestment rate \( s \) is bounded below 1 and \( \delta \) is constant; so super-exponential growth can only be sustained if \( A \), the level of technology, grows.

169. This can only be sustained if there is technological progress in the background. See footnote two above.

170. This only leads to explosive growth if there's capital augmenting technology, or if the savings rate is large enough.


172. In fact, Hanson's preferred model from this paper predicts that, even without another growth mode, growth rates will continue to increase to ~12% (6 year doubling time). Why is this? In the model, we're still transitioning into the current growth mode. The growth rate will increase while we finish this transition, settling on the new growth mode's rate of 12%. Though this isn't quite sufficient for our definition of 'explosive growth', it's still very significant.

173. In summary, if one takes seriously the model of economic growth as a series of exponential growth modes, and if relative change parameters of a new transition are likely to be similar to such parameters describing old transitions, then it seems hard to escape the conclusion that the world economy could see a very dramatic change within the next century, to a new economic growth mode with a doubling time of roughly two weeks or less.

174. See Muller (2008) [194], Muller (2018) [195], Muller (2016) [196] and for descriptions of this framework, and Christensen (2018) [197] and Muller (2019) [198] for applications to GWP.

175. I expect that there are others.

176. Christensen (2018) [194].

177. Muller (2012) [197].

178. One small caveat is that the model in Muller (2019) [198] gives a special role to frontier economies, which it operationalises as OECD countries [199], in determining long-run average per-capita GWP growth. This incorporates the view that growth of frontier countries is a leading indicator of growth in other countries and so of GWP; this is arguably an inside-view consideration.

179. In the case of Muller (2019) [197] GDP is the frontier GDP per capita. In the long run, the per capita GDPs of all other countries approach \( g_L \), so \( g_L \) has a similar role to GWP per capita (which isn't modeled directly).

180. In the models I've seen, the random walk is constrained such that it's unlikely to wander far from its center.

181. Even if this model was trained on data showing clear signs of super-exponential growth, it would still conclude that the long-run average growth rate was constant (probably close to the average growth rate in the dataset).

182. The low-frequency approach focuses on modeling a stochastic component whose expectation is 0, but it can be combined with an arbitrary deterministic component. See p. 4 of Muller (2008) [194].


184. For example, Foure (2012) [193] introduces energy as an additional factor.

185. Foure (2012) [193] estimates the rate of change of A in each country using a catch-up model. This model implies that a country's speed of catch-up is related to its level of secondary education and its ability to push forward the frontier is related to its level of tertiary education; the model is fitted using historical data. It also uses data on female labor force participation to inform its projection of L.

186. Foure (2012) [193] allows \( s \) to vary between countries and over time, using a theory of savings and investment.

187. For example, see Johansson (2013) [194] and the overview of the Shared Socioeconomic Pathways, Riahi (2017) [197].

188. For example, see Johansson (2013) [194], Crespo (2017) [195], Leimbach (2016) [196].

189. This suggestion might be strengthened by the fact that advocates of singularity stories believe it will be caused by technological change, and so by explosive growth in TFP.

190. Even models like these do not explain increases in TFP in the way that endogenous growth models, discussed below, aim to do. They simply calculate regression coefficients for TFP growth from education level, but this is different from providing a model that explains how TFP growth results from education (which is the sort of thing endogenous growth models try and do). In other words, the mathematics of these regressions is not designed to represent the process by which economic activity leads to increases in TFP, but rather to discern high-level correlations.

191. More details on the process:

   The criteria for nomination included contributions to the economic growth literature, familiarity with empirical research on medium-run and long-run growth, and diversity in regional expertise. Participants were selected on the basis of the frequency of nomination. Upon selection, the experts were contacted by email and provided with a link to the digital Quatrix survey. Based on research papers in Economics (RePEc) factor rankings, the overall peer-selected sample includes: 3 of the top 10 economists in any field, 2 of the top 5 development economists, 2 of the top 5 growth economists, 1 of the top 5 macroeconomists, 1 of the top 5 economic historians, and 1 of the top 5 forecasting economists.

   In total, 13 experts completed the survey.

192. The results for each percentile vary by less than 0.1% per capita growth if we instead use the mean, and by less than 0.2% if we instead use the median. See Table S2 here [195].

193. Participants were reminded about the overconfidence bias and asked to give percentile estimates for three practice questions to help calibrate their judgements.

194. From p. 13 of the appendix [193].

   A rating of 1 indicates little expertise, a rating of 5 indicates the expertise of someone who has studied the subject but is not a specialist, and a rating of 10 indicates expertise that is among the leading experts. The mean self-reported level of expertise is 5.99 and the median is 6.

195. The growth model point estimates I've seen are clustered around expert elicitation distribution's mean of 2.06\%, and they all lie within its 10 - 90th percentile range [0.60\%, 3.47\%].

196. Christensen's paper explicitly compares its expert elicitation distribution with the growth model point estimates of the Shared Socioeconomic Pathways (SSPs), a large collection of scenario-based GWP projections constructed for use by the climate-change research community (see an overview [192]). They find that it's median results are consistent with the
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The UN does provide percentile projections, but I found that incorporating its uncertainty about the future population makes little difference to the GWP projections. Most of the standard story’s uncertainty about future GWP stems from uncertainty about GWP per capita, not about uncertainty about population.

My search was brief and it’s perfectly possible I’ve missed counter-examples, but I would be surprised to hear of a paper using pre-1800 data.

This compares with dates of 2044 and 2050 from Roodman’s model.

In these cases long-run growth is sub-exponential.

This choice is notable: we could instead have measured the change as new_growth_rate - old_growth_rate. Our preferred choice leads the model to predict explosive growth much sooner than under this alternative. The choice is motivated by analogy to Roodman’s fully endogenous growth model: in that model each time output doubles the growth rate increases by a constant factor. See more here.

One interesting, and I suspect controversial, feature of the model is that each time a growth multiplier is sampled it is added to the list of historically observed growth multipliers.

Removing this feature doesn’t materially change the probability of explosion this century. I discuss this feature in this appendix.

Using this formula \( \text{Y YYYY - 2025} = \frac{\ln(2)}{\ln(1 + g/100)} \), the calculation is YYYY - 2025 = ln(2) / ln(1 + g/100).

I experimented with artificially removing Factor 2 from Roodman’s model. In particular, I evolved Roodman’s estimated model with one alteration: at each instant in time I halved the instantaneous growth rate that drives the incremental increase of GWP. With the alteration, the median growth rate for 2019 is 3.55% - more in line with the actual average growth of the past 20 years (3.65%). As a result, the median date of explosive growth is 2070, with 10% probability by 2056 and 90% by 2136. These results have an interesting relationship to those from the growth multiplier model when no discount is used - a version I discuss more here. The medians of both are very similar, but the growth multiplier model has wider confidence intervals. These wider confidence intervals are to be expected given that the growth multiplier model i) represents serial correlation between the growth rates at different points in time, and ii) has the feature described in the footnote starting ‘One interesting, and…’. Of these two factors, i) plays a much more significant role.

In this formula, the role of \( g \) growth_multiplier is to adjust the growth rate for the increase in GWP. The role of old_growth_rate is to link the next period’s growth directly to that of the previous period, encoding serial correlation. A single period of low growth affects all subsequent periods of growth in this way.

I consider objections to these ideas in a later section.

For example, the growth rate within each period is not really constant. And the growth multiplier (the ratio between the average growth of successive periods) is not confined to being exactly equal to some historically observed value, but in reality can vary continuously.

To (roughly) translate the condition for ‘sub-exponential growth’ into a condition for frontier growth, it corresponds in my mind to the annual growth of frontier GDP/capita being below 1%.

Even once capital is fully substitutable with labour, it takes time for enough capital to be accumulated to significantly augment the labour supply. More technically, it takes a while before goods production approximates \( Y = AK \) and knowledge production approximates \( \Delta A = (A^2)K \).

High-level machine intelligence is achieved when unaided machines can accomplish every task better and more cheaply than human workers.

The survey found that answers differed significantly depending on how the question was asked. Some participants were asked about high-level machine intelligence (HLMi), when unaided machines can accomplish every task better and more cheaply than human workers. Others were asked about full automation: when for any occupation, machines could be built to carry out the task better and more cheaply than human workers. For HLMi, the probability by 2080 = 60%, see figure 1 of the paper [19]. For full automation, the probability by 2075 = 25%, see figure 2 box plot. Roughly extrapolating the rate of increase from this box plot, pr(AiG by 2080) = 30%. Placing equal weight on HLMi and full automation estimates, we get pr(AiG by 2080) = 45%.

Note: the survey found another significant framing effect - see discussion here [20]. The numbers from the paper aggregate across this framing effect in a complicated way. My understanding is that, roughly speaking, the numbers attempt to give the mean probability AI researchers assign to the milestone being reached by a particular year.

The survey also included a third estimate of time to human-level based on the rate of recent progress. It gives similar results to the HLMi estimate - see here [21].

The report defines AGI as (collection of) computer program(s) that can perform virtually any cognitive task as well as any human, for no more money than it would cost for a human to do it. This is a slightly weaker definition than HLMi, given the restriction to ‘cognitive’ tasks and the phrase ‘virtually any’. It is closer than HLMi to the level of AI that I think would be sufficient for explosive growth.

I’m lower mostly because I assign less weight to ‘short horizon’ paths than Ajeya. Relatedly, I may think that the level of AI necessary to drive explosive growth is higher. E.g. I’m not confident a disembodied AI with human-level analytic and scientific skills would be sufficient; I think we’d also need human-level robotics.

0.7 × 50% × 0.15 × 45% + 0.15 × 15% = 44%.

All the long-run explosive growth models in this section are idea-based, as are all the endogenous models.

The relevant parameter values describe the diminishing returns to R&D and the importance of fixed factors of production like land.

For example, this happens whenever there’s constant returns to labour and capital in combination, and some other source of productivity growth.

China’s GDP/capita growth has exceeded 5% every year since 1980 (source [22]).

I assign 35%/55% = 60% of the weight to the sub-exponential above.

For clarity, I am simplifying his model somewhat by assuming that technology doesn’t mediate the reinvestment.

Galor and Weil (2000) model differs from Jones (2001) in some subtle ways. Firstly, for Jones \( g_i \) depends on the birth rate and the death rate, both of which are affected by per capita income. But in Galor’s model, the death rate is fixed, so you can focus solely on the birth rate. Secondly, Galor distinguishes between the size of the labor force and its human capital. The level of human capital depends on the time parents spend educating their children. Thirdly, Galor’s equation for technological progress implies that a constant population can produce exponential increases in technology indefinitely. By contrast, Jones’ equation implies the population must be growing exponentially to sustain exponential growth of technology.

There is an alternative, and in some ways more plausible, version of the model where in equilibrium both the population and technological level grow exponentially. See Note 23. I’m not sure if the demographic transition - the falling of population growth - happens in this version.

The dynamic is slightly different in the version of the model where in equilibrium both the population and technological level grow exponentially (see previous footnote). In this alternate version, the negative feedback loop is:

\[
\text{Faster growth} \rightarrow \text{incentive to have fewer children} \rightarrow \text{population growth falls} \rightarrow \text{slower growth}
\]

\[
\text{Slower growth} \rightarrow \text{incentive to have more children} \rightarrow \text{population growth rises} \rightarrow \text{faster growth}
\]

The French data series is from Roodman (2020) [23]. See Table 2. As he explains, the first two data points - in 10,000 BCE and 5,000 BCE - are taken from Maddison’s GWP/capita data series rather than being specific to France.

Source: Maddison Project 2018 population data. To download, click here [24].

We can understand why the feedback loop operates by looking at equation (1). When \( K \) increases, \( s \) \( Y \) increases due to \( Y \)’s dependence on \( K \), but \( s \) \( K \) also increases. The latter increases by more because \( \alpha \approx 1. \) Eventually \( K \) is big enough that \( s \) \( Y - s \) \( K = 0 \). At this point, investment of \( Y \) exactly offsets depreciation and \( K \) remains at its current value.

See also Section 2 of chapter 2 [25] of The Economics of Growth. Here I describe the model for the special case when technology doesn’t depend on labor - this corresponds to \( \epsilon = 0 \) in this presentation [26].
Note, however, this only happens in the knife-edge case when $a + \eta = 1$. If $a + \eta < 1$, the long-run growth rate depends on the growth of $L$; if $a + \eta > 1$, output goes to infinity in finite time regardless if investment is larger than some threshold.

It's somewhat hard to explain why mathematically. The basic intuition is that once you choose $a$, condition (ii) imposes an exact requirement on $\eta$ satisfied by only one value while conditions (i) and (iii) only impose constraints that can be satisfied by a range of values. Our prior would have much more weight on these ranges than on the exact value corresponding to condition (i).

A more mathematical explanation is to imagine the two-dimensional space of possible values of $a$ and $\eta$. Each point in this space corresponds to a value of $a$ and a value of $\eta$. Condition (i) is satisfied by all the points on a line in this space: a one-dimensional subspace. Call this subspace $S$. By contrast, conditions (ii) and (iii) correspond to two-dimensional regions either side of $S$. Natural priors over the two-dimensional space will assign only infinitesimal probability to any one-dimensional subspace, and so will assign infinitesimal probability to $S$. The update from the 20th century data will concentrate our posterior on the region close to $S$, but we will still assign only an infinitesimal probability to $S$ itself. So we will still assign only infinitesimal probability to (i). Most of the probability mass of our posterior will be just above or just below the line, corresponding to conditions (ii) or (iii).

The exact form of (i) is chosen so that a simple change of variables transforms it into a Feller diffusion, see Section 3.1 of Roodman's paper.

See this appendix for a slightly more detailed description of how the model does this.

There are many candidates for such a variable. To list a few: the demographic transition, end of low-hanging fruit for technological progress, the shift of spending from goods to slower-growing services, and resource limitations. I discuss the first two of these candidates in more detail later.

On his favored data set he finds $s = 1.5 \times 10^{-5}, B = 0.55, \delta = -3.4 \times 10^{-2}$. The small value of $\delta$ is needed to predict positive growth rates in ancient times when $Y$ was very low - in 10,000 BCE $Y = 1.6$ (the units of $Y$ are $\$ billion$). The current value of $Y$ is about 70,000 and so the contribution of $\delta$ to the growth rate is negligible.

When $Y$ is very small Roodman's model predicts that the growth rate will increase by more than this, due to the effect of $\delta$.

It is worth stressing that the model does not assume that growth is super-exponential. Just like Roodman's model, it is perfectly compatible with growth being sub-exponential. If the observed growth multipliers were between 0 and 1 this would be its predictions.

The definition of period has the nice property that the assumption that growth rates are constant within each period is similarly plausible for each period. It has this property because Roodman's model predicts that the growth rate will, in expectation, change by roughly the same amount within each period so defined (where that change is again measured as a ratio).

This \cite{206} is the formula when $r = 2$. The general formula can be calculated by rearranging the first equation \cite{205}.

In Roodman's model, higher current growth leads to a bigger increase in GWP and this in turn increases future growth. But the current growth affects future growth through no other way except via GWP in this way. By contrast, in the growth multiplier model current growth affects future growth both via the increase in GWP and by the new growth rate being directly proportional to old growth rate.

I have a few reasons for thinking that the model is a bad fit to these shortened data sets. Firstly, the model parameters are very hard to estimate from these data sets: this often happens when the data aren't a good fit to the model. Secondly, the plots of the solution don't visually appear to fit the data points as well as for the longer data sets. Thirdly, and most importantly, the fits involve unrealistically large values of $\delta$ – between -0.08 and -0.17. This is unrealistic because $-\delta$ represents the rate of depreciation of GWP, and the economy does not lose > 8% of its value each year through depreciation. For contrast, when fit to the full data set $\delta = -0.00003$. When I stopped the optimization process early, while $\delta$ was around -0.05, the median date of explosive growth was several decades earlier (up to 6 decades for the 1800 data set). Note: Roodman defines $\delta$ so that the parameter is expected to have a negative value, unlike in the Solow-Swan model.

On the x-axis, years are spaced according to the formula $log(2050 - year)$. This is why the distance between -10,000 BCE and 2000 BCE is similar to the distance between 1980 and 2020. With such a scaling of the x-axis, Roodman’s univariate endogenous growth model implies that the growth rates should follow the pattern of a straight line.

I've taken the French data series from Roodman's paper \cite{208}. He describes the data series on p. 24. As he explains, the first two data points - in 10,000 BCE and 5,000 BCE - are taken from Maddison's GWP/data series rather than being specific to France.

I also tried starting the pre-1600 data series in 5,000 BCE to remove any effect of the Neolithic Revolution \cite{209} on growth rates. Interestingly, this changed the fitted parameters quite significantly, with $B$ moving from 0.16 to 0.50 and $\delta$ decreasing by a factor of 10 to compensate. This suggests that the solutions of Roodman's model are very sensitive to small changes in the data for data sets this small. With the 5,000 BCE - 1600 data series, Roodman's median year of explosive growth is 2305, with 10% by 2041 and 30% of no explosion by 3000!

The parameter in Roodman's model controlling whether growth is sub- or super-exponential. If $B > 0$, growth is super-exponential.

The estimated value of $B$ was 0.18 with a standard error of 0.02 when estimated using maximum likelihood estimation (as Roodman does). I separately estimated $B$ using a nonlinear least squares regression predicting the growth rate from the GWP level, the methodology of Kremer \cite{209} \cite{208}. I found $B = 0.34$ with standard error 0.14.

The results of the paper stand even when the cost of creating a firm is 0, so I don’t think this argument is the whole story. But perhaps the fact that the fixed cost of production for firms only augments capital in this model, unlike in the models considered above.

Notice, technology A only augments capital in this model, unlike in the models considered above. Technically, if either technology or capital were falling, one of the derivatives of the growth rates could be positive and yet output might still not be growing super-exponentially. In this model, technological growth is always positive and capital can decay at most exponentially, so such scenarios do not occur. In general, we assume that the economy is not shrinking to avoid considering these cases.
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