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Prerequisites  

 

The student should have basic knowledge of the main tools and techniques used in AI, and an introductory 

knowledge of formal methods. 

 

Objectives 

 

The course aims at introducing and discussing some of the main current problems and approaches to the ethics and 

law of artificial intelligence, including, for example, problems of definition of AI techniques in legal texts, actual and 

projected uses of AI in the civil and criminal domain, the proposed EU AI regulation, the control and alignment 

problems, normative uncertainty and normative risk, and the human compatible approach. One part of course will 

be devoted to some of the main ethical issues raised by artificial intelligence, among which are the problem of the 

incorporation of biases by artificial intelligence, and the questions of the moral status and moral responsibility of AI.  

 

The expected results are the following: 

 

An in-depth understanding of the main claims made by each of the theories we consider. 

The ability to identify the structure of arguments and theories. 

The ability to present focused objections to arguments and theories. 

The ability to rationally defend a point of view, possibly original, and to communicate effectively. 

 

 

Methods 

 

Lectures. Discussion sessions. Seminars. Guided readings of research papers. Talks by invited experts. 
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Exam 

 

Multiple-choice written test. Sample questions will be discussed during the course. 

The test will include questions from all modules, and the vote will be unique. 
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